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1.0 Overview

ation in the vadose zone, to identify contamination sources where possible, and to
develop a baseline Sf the contamination distribution that will permit future data comparisons.
This task M)mp shed using high-resolution spectral gamma-ray geophysical methods.

Baseline characjefization of the Hanford SSTs was completed in 2000. The project has since
been extende® to perform e;b}sfeline characterization of the vadose zone in the vicinity of other

waste disposal sites rge\ Hanfford 200 East and 200 West Areas. Numerous liquid and solid
waste disposal sites are locatéd in close proximity to the SST tank farms. Although the bulk of
the radioactivity W@osed to the SSTs, liquid waste sites are known to have received
significant radioactivity as well as substantial liquid volumes. Given the close proximity of the
various sites, it is likely that géntaminant plumes have intermingled in the vadose zone, and
examples are known where relatively’low-level wastes discharged at one site have migrated
laterally and mobilized co aefits associated with discharges to another waste site. The end
result is that the nature and distribution of Yadose zone contamination in the Hanford 200 West
and 200 East Areas are very comple

In general terms, high-resolution gam ay spectra agePcollected by logging existing vadose
zone boreholes. Two spectral gamm$ logging systems (SGLSs), manufactured by Greenspan,
Inc., are used to record spectra at discrete depg#finefements in the boreholes. The radionuclide
sources of the gamma rays are determined frgm the energy of the gamma rays. The
concentrations of source radionuclides are*fietermined,by applying calibration constants and
correction factors to the net count rates for eac?ﬂ?e? ionuclides identified. Data are then
plotted as the concentrations of various radiondiclides at specific depths.

In addition, the U.S. Department of Energy Office of River Progction (DOE-ORP) has requested
DOE-GIJO to develop and implement a monitoring program jfselected bgpeholes in the single-
shell tank farms.

purposes. This
r routine monitoring

The Radionuclide Assessment System (RAS) was developed
logging system utilizes a series of three sodium iodide (Nal) detector
purposes.
A

This manual describes the flow of data from collection through analys( and prggentation and
provides an overview of the data analysis process, descriptions of indi\vﬁa ftware packages,
and requirements for data handling and archiving. This manual is intend@€d for use as b))th a
user's manual and reference manual for the data analysis system in general for b he Ha
200 Areas Spectral Gamma Baseline Characterization Project (DOE-RL) and the H
Farms Vadose Zone Monitoring Project (DOE-ORP). Whenever possible, itformas
for data analysis is presented in tables to facilitate ready reference during analysgt

DOE/Grand Junction Office Data Analysis Manual, Rev. 0
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The analyst should be familiar with and comfortable in the use of Microsoft Windows NT 4.0 or
Windows 95/98. Other general-purpose software, such as Word, Excel, SigmaPlot, Adobe
Acrobat, apdPKZip are used to manipulate data. Special-purpose software such as Aptec
IN and OSQ/Supervisor are used to process gamma energy spectra. A three-
i zation program called Environmental Visualization Systems (EVS) is used to

these programs. o

a
L
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2.0 Processing Flow of Log Data

Current Jg€ging capabilities include three types of logging systems: the spectral gamma logging

integrity.j?ﬂ’éta are loaded onto a separate subdirectory within the server. When log data
are processCd, the fig#d data are copied to the local hard drive, and processed data are then
transferred backg#6 the server. Raw spectra are saved as *.CHN files, while processed spectra are

Figure 2-1 illustrates the data flgw prqcess for SGLS data processing and analysis. HRLS data
are handled in a similar mang€r. HRIJS and SGLS data consist of individual spectral
measurements made at discrete depgf intervals, typically 0.5 or 1.0 feet (ft). These spectra
consist of individual gam s sorted By increasing energy into 4096 channels. Fine-gain

adjustments may be made duringyto assure consistency in peak/channel alignment.
ntificat

Gamma spectra are saved as individye! files fgr each depth increment. Each file contains header
information including borehole i igfl, depth, start time, real time, and live time. Raw
(unprocessed) log data are saved as *. files. Thege®are binary files formatted according to
the Ortec specification for multichanhel spectra. Thespecific format for these files is presented
on pages 43 and 44 of the CASASII (Computgt Aulfomated Spectral Acquisition System II)
manual (Greenspan). During logging, the logging engineer completes a Log Data Sheet (located

on the field laptop computer) that records 1 foryngﬁding general borehole data, casing

information, borehole notes, log equipment infogfation, log run information and log notes using
Microsoft Word. The logging engineer typically will also process and evaluate the pre-run
verification spectra and compare peak intensities and ;eiﬁﬁon in terms of full width at half
maximum, or FWHM) for selected peaks to previouslyfestablisifed verification criteria.

For the purposes of this manual, lower case italics in the following spe€trum name indicate
alphanumeric codes with variable characters. Individual spectrasffve a file e of the form
vsrrrnnn.CHN. The first character, v, indicates the logging , and the g€Cond character, s,
indicates the sonde with which the log was collected. Each logging and sonde are designated
by unique characters. Currently (March 2002) two logging unitggfesignated A and B) and five
sondes are available: three SGLSs (A, B, D), one HRLS (C), and one N, s (F)) Codes for
sonde-logging unit combinations are shown in Table 2-1.

—

)

/‘

N
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Log Engineer
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APTEC
Energy Calibration
Resolution Calibration

ver.S0

ok

borehole data
casing data
borehole notes

log equipment
log run info
log notes

/

boreholeFIELD.DOC

Field Log Data Sheet

Legend:
] Software
/[ 7 Datafiles  Note: ver = *CAB or *CAA
— Manual input
1 Document / hard copy
(G Network storage

SERVER

> 2

=

Analyst

Log Coordinator

APTEC Supervisor
APTEC

peak search
| muttifit
peak ID

SERVER

dead time correction

| Excel

_| casing correction
water correction

calculate concentrations

/ borehole.XLS

v

gross gamma & dead time plot

| S|gmaP|0t | """ 17 fqg;-ﬁg:je plot
v ¢ combo plot
/ borehole.JNB /L/
-

analysis notes
log plot notes
results & interpretations

4

boreholeREPT.DOC

/L/
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(energy & resolution calibration from ver.S0)

v
/ verdata. XLS /

\verify
ver.CHN
ver.S0

*.CHN

*.S0

eeee.RAS

v

| PKZIP

v

/ borehole.ZIP

N/ boreholeXLS

borehole.JNB
boreholeREPT.DOC

v

| Adobe Acrobat

v

/ borehole.PDF

v

x7/

J YT
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Log Data Report
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Data Flow for Log
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Table 2-1. Calibrated Sonde-Logging Unit Combinations (October 2002)

Designation Logging Unit

New d Serial No. 1 Gammal | 2 Gamma 2 3 RLS
A/%Aﬁ , (ig;es) 34TP20893A (Sep)é 0
B /ﬁ/ SGLS | 36TP21095A (Se;i_ )
C Yic HRLS 39A314 (Feé{m)
D /6? /SGLS 34TP11019B (Sep)ﬁ )
E RK (;%)e || 34TPa0s87A (ch_( )
F \I\xlﬂS/ H380932510 (Sepf )

! Last calibration date

The code rrr designates a se@;al g run number, which is incremented for each log
run. The nnn code is a sequential pffmber starting with 000 and incremented for each
successive spectrum. -»

The above files are saved with theJ#0g Data $heet (saved as borehole FIELD.DOC)
(Figure 2-2) on the hard disk of the field J#btop computgr. At the end of each day, the
files are copied onto a zip disk. Afte orehole log ¥ completed, the data files are
brought into the office by the project coordi:?ap( transferred from the zip disk onto
disk storage on the office server, with separaf subdirectories for each borehole. In
addition to the files stored on the server, ab#td-copy reff)r file contains supplemental
information and a printed copy of the borehogé?m. C file and any verification
spectra listings. A single borehole FIELD.D ile may contain notes from several days
of logging operations. The code borehole is a unique ri‘c?.ﬁer r each borehole. For

complex logging events, multiple *.DOC files may sumgfnarize

Log data processing begins when the analyst copies t
drive to a local hard drive. A variety of additional files are generatgd during lg
processing. Table 2-2 describes files for a typical borehole lo
file, *.S0 and *.LST files are generated. *.S0 files are binar¥ files fo ed according to
the Aptec specification for spectral data. Energy and resolution calfrations and data for
regions of interest are embedded in the file. A detailed descripti®n of the Aprec file
format is provided in pages 75 to 85 of the Aptec PCMCA/WIN Install@ion and
Operations Manual. For the purpose of this project, all processed spectra aregaved as
*.S0 files.

* LST are text files produced by Aptec that contain results of the peak search, nffultifit,
and peak identification for each spectra. Several choices for content and formggt are
provided. However, the SGLSoffline program used to read and parse these files i

DOE/Grand Junction Office Data Analysis Manual, Rev. 0
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to read the data in a specific format. Therefore, standard *.LST file formats as indicated
in the respectiye tables must be used.

For eagifdata point, *.CHN files represent the raw measurement data, and the *.S0 and

* LY files reprggéht the output of the spectral processing step. *.RAS files are text files

P 2

-

L
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Grand Junction Office

established 1959

Page  of

toller Corp. Borehole
R LE DATA SHEET Date
Borehole fol;mation:
Site: /x&/
Coording#€s North:\ East: Elevation:
Drill Date: f\l \/ Type: Depth: Depth Datum:
Groundwater\E!eelz \ GWL Date: GWL Reference:
Comments: \9
-
)
Casing Information: / 7
Type ickup Dgumtzier Dligrslilgfer Thigkness Top Bottom
v " ob)n) | apyany | ) (f (f
\

Borehole Notes:

Signature:

Date:

Figure 2-2. Sample Log Data Sheet
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Grand Junction Office

established 1959

Page  of

S. M Stoller Corp. Borehole
OREHAIOLE DATA SHEET Date

Loggin ulgment Information:

Log S | Type: | Serial No.:

Logging P, A)

Calibration Da‘c(/l

Calibration Reference:

Start Depth (ft)

Finish Depth (ft)

Count Time (sec)

Live/Real

Shield

MSA Interval

Log Speed

Pre-Run
Verification

Vil

Start File

Finish File

p N—

Post-Run
Verification

Depth Return
Error (in.)

Comments:

./

Logging Operation Notes:

-

/ )

—

| Data File Location:

d

/‘)
-

/

Signature:

Date:

|

Figure 2-2. Sample Log Data Sheet
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Table 2-2. Log Data File Descriptions

File Name Format Contents
vsrrrgnn.CHN Ortec Individual gamma spectra (counts vs. channel)
/ stored as binary files formatted according to the
@ / Ortec specification.
é vsrrp@AB.CHN Ortec Pre-run and post-run verification spectra.
k= 7rCAA.CHN
= vsrrrCAB.S0 Aptec Processed verification spectra.
al [ vsreRA.
= 7rC ST text Verification spectra listing files.
2 VSIT, A.LST
= borehole ?D. oC Word Field data report. Borehole data, casing data,
borehole notes, log equipment notes, log run
\ 5 information, and logging notes.
*JOB Aptec Log processing parameters for batch runs.
/ ) Supervisor
vsrrrnnn.S0 Aptec Processed log spectra.
vsrrrnnn LST t‘ext Log spectra listing files.
eeee. RAS te Data files generated by SGLSoffline. Net counts,
ixed lewb) error, MDA, and % dead time as a function of
/ depth for peak at energy eeee (keV).
grosscnts.RAS te 7 Data file generated by SGLSoffline. Total counts
xed length) and % dead time as a function of depth.
NMLS.CSV tew Data file generated by Supervisor during analysis
- delpfhited) of NMLS data. Total neutron counts as a function
= o~ | pf depth.
= borehole. XLS Excel € /Excel workbook for concentration (activity)
E calculgffons. Includes worksheets for I(E), dead
E tige€ correcgon, casing and water corrections, as
g / ell as gfllividual worksheets for each energy peak.
= M so include preliminary plots.
) borehole. JNB SigmaPlot gmaPlﬂ,( workbook used to generate log plots.
Inclyges congentration, concentration error, and
MDL as aginction of depth.
borehole. DOC Word Lops®ata Report. Jncludes borehole data, casing
data, boreh otes equipment notes, log run
informationl, and J#%ging notes from the field data
file, as well nalysis notes, log plot notes, and
results and‘Interpretations.
borehole. PDF Adobe Acrobat | Final electronic deliverab atefl by Log
Coordinator. Includew\s} borehole. DOC
and plots from borehdle. JNB inAdobe portable
document format (read oﬁy).
Notes:

W

vsrrrnnn = unique spectra file identifier
v = logging unit identifier (4 = Gamma 1, B = Gamma 2)

s = sonde identifier (4,B,D = SGLS, C=HRLS, F=NMLS)
rrr = run number

nnn = spectrum number

CAB and CAA indicate pre-run and post-run verification measurements
borehole = unique identifier for a specific borehole (e.g. E33-286 or C3102)

eeee = energy level , nearest keV

=
L/
/S
/
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produced by the SGLSoffline program from the *.LST and *.S0 files for a given borehole.
One * RAS file is generated for each energy peak identified in any of the *.LST files,

(i.e., one fggreach isotope identified by the Aptec software). *.RAS files have a filename
of tWee.RAS, where eeee designates the energy level of a specific peak. For

exanfiple 06g2RAS contains data for the 662-keV peak. The *.RAS file will contain one
line for depth at which the peak was encountered. A GROSSCNTS.RAS file
confains gross @otal) counts as a function of depth. Data fields in the *.RAS file are
fixed leIMol ns in an eeee.RAS file are:

de easurement depth (ft)

deadtim/ \l;rcent dead time

cps > netcount rate for peak

cpsUnc \-ﬂﬂainty in net count rate (in percent)
mda mig#num detectable activity

flag ag indicating type of value

filename spwn e name

An Excel workbook (boreMole. XLS) igpused to calculate concentrations from net count
rates in the * RAS files. Each * file,contains worksheets for the calibration function
and correction functions, as wotf as i wvidual worksheets for each energy peak used for
analysis. The *. XLS file also inc%description worksheet that defines all variables
and parameters used in the calculation SI?Cess Concentration data from the
borehole. XLS file are transferred to a Sigmaflot 8.0 file (borehole. JNB). SigmaPlot files
are organized in a workbook fashion, we##fone or afOre sections each containing a data

worksheet and one or more graph pages. Ea
with multiple plots on each graph.

¢ may contain several graphs,

Notes, assumptions, observations, and interpretatims‘:‘fzed to the analysis process are
stored in borehole. DOC, a Microsoft Word file. Whewfthe processing is complete,

borehole.DOC and graph pages from borehole.JNB are p tedl t Adobe Acrobat file,
borehole PDF, which constitutes the electronic data deli®era

Given below are instructions for data flow during processing and analysis of SGLS and
HRLS log data. For specific information on each step, refer to the priate section of
this procedure.

1. Locate the directory for the correct borehole. The typical Tile structure for field
data is given in Figure 2-3. Check that all data are present and gbpy the files to the
local hard disk for analysis. When appropriate, additional subdiregi#ries may be

added to segregate different log events or individual runs. Rea thro?ﬁl hard

copy report file for the borehole and note any special conditions or additiggal data
that may affect either analysis or interpretation. / /

2. Review any pre-run and post-run verification spectra that were proW
field, and process any remaining verification spectra. (Processing o 1cation

spectra is discussed in Section 3.) The processed files should be saved as *.S0
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under the \VERIFY subdirectory. Print a copy of the spectra listing for each

verification spectrum and include it in the hard copy file. Highlight the

ap riate peak intensities and FWHM values and compare them to the
rification criteria.

7

\_/ \PROJECT DATA\200AREAS\ LOGDATA\200EAST\borehole
>

[example]

\borehole
borehole FIELD.DOC
\SGLS
vsrrrnnn.CHN
vsrrrCAB.CHN
vsrrrCAA.CHN
vsrrrCAB.SO
vsrrrCAA.SO
\HRLS
vsrrrnnn.CHN
vsrrrCAB.CHN
vsrrrCAA.CHN
vsrrrCAB.SO
vsrrrCAA.SO
\NMLS
vsrrrnnn.CHN
vsrrrCAB.CHN
vsrrrCAA.CHN

> >
Figure 2-3. Field Data Serverpirecto Structure

3. Set up Aptec Supervisor for batch process\ﬂﬁ of the log da
with Aptec Supervisor is discussed in Section 4.YAfte
set, save the file (*.JOB) in the same directory-as t
batch run. This will generate a series of *.S0 an
stored in the same directory as the *.CHN files.

. (Batch processing
parameters have been
.CHN files and execute the
.LST files, which should be

4. Review individual spectra and make changes as necessary. After all spectra have
been reviewed, run LISTEM.BAT to generate *.LST file the final *.S0 files.

5. Run SGLSoffline to consolidate the log data. SGLSoffline reads theghdividual
* LST and *.S0 files and generates a separate file for each gariiffia energy“peak
identified in the individual spectra. These files are of the form eeee. , where
eeee indicates the energy level. For example 0662.RAS is the fy¢ for
associated with the '*’Cs peak at 661.66 keV. These files are saved In the s%

directory as the corresponding *.CHN and *.S0 files. /
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6. Select the appropriate *.RAS files and import them into the Excel workbook for
the correct logging system and calibration date. Immediately save the Excel file as

borghole XLS.
ympleting data processing with the borehole XLS file in Excel, transfer the

data to a SigmaPlot workbook and immediately save it as borehole. JNB.

-
8. t(%l‘ete og plotting in SigmaPlot. Using a previous borehole.DOC file as a
mplgs€; open the borehole FIELD.DOC file in Word and copy relevant data to
thesCmplat king corrections and additions as necessary. Add analysis notes,

log plot flotes, And results and interpretations. Save the new file (with the new
borehale ngme) as borehole. DOC. Print hard copies of borehole. DOC and all

plots. Include?ese in the hard copy folder for review.

9. After reVieW&hyzechnical lead has been completed, make appropriate changes
or corrections and egs®are that the latest files for the borehole are properly
organized in the g€rver f#€ld data directory. Figure 2-4 shows a typical directory
structure for proce log data?The * LST files for log spectra can be deleted,
because all data are contwcﬁl the *.S0 file.

V -~

10. Pass the hard copy file to %fggkﬁordinator. The log coordinator will enter
verification data into the VERDATA.XLS workbook. Output from
borehole.DOC and plots from M. JNB will be combined into a Log Data

d

Report using Adobe Acrobat d as bgfehole . PDF.

11. The log coordinator will compress .CHYF*.JOB, *.S0, and * RAS files, and
borehole FIELD.DOC into a file borehgtt.Z1P, using PKZip. The files
borehole PDF, borehole. DOC, borehdle. borphole. XLS, and borehole.ZIP
constitute the log data package. Borehole data yAll be removed from the server
when the Waste Site Summary Report inél-uéing that data is issued. Borehole data
for a particular waste site will be archived on a (%RO ncluded with
individual Waste Site Summary Reports. Additiongi€opies of the archive files
will be included on CD-ROM (in order of compl€tion) and stored in the office

with a duplicate copy stored in another location. /.\)

2.2 NMLS Data Processing |

Analysis of neutron moisture log data does not require the same level roc}ssing as

SGLS and HRLS data, and the data flow is correspondingly simpler. Neutggh log data
consist of *.CHN files organized in much the same way as SGLS or S data.Pre-run
and post-run verification spectra are also stored as *CAB.CHN and *CAA.C‘ﬁN fies.
Neutron log information and log notes pertinent to the neutron log gen%ly ar. ?ed
by the logging engineer in the borehole FIELD.DOC file discussed above. Althoug the
data are saved as spectra (*.CHN files) by the logging software, only the total coufits 4
each spectra are of interest. Because NMLS data typically are collected CW

with SGLS and/or HRLS data in the same borehole, the data flow generally follows that
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\PROJECT DATA\200AREAS\ LOGDATA\200EAST\borehole
[example]

\borehole
borehole FIELD.DOC
borehole. DOC
borehole XLS
borehole. JNB
\SGLS
vsrrrnnn.CHN
vsrrrnnn.SO
vsrrrnnn. LST
eeee. RAS
grosscnts.RAS
* JOB
\VERIFY
vsrrrCAB.CHN
vsrrrCAA.CHN
vsrrrCAB.SO
vsrrrCAA.SO
vsrrrCAB.LST
vsrrrCAA.LST

-

\HRLS
vsrrrnnn. CHN
vsrrrnnn. SO
vsrrrnnn. LST
eecc.RAS
grosscnts.RAS
*JOB
\VERIFY
vsrrrCAB.CHN
vsrrrCAA.CHN
vsrrrCAB.SO
vsrrrCAA.SO
\NMLS
vsrrrnnn.CHN
grosscnts.CSV
* JOB
\VERIFY
vsrrrCAB.CHN
vsrrrCAA.CHN

Figure 2-4. Processed Log Data Server Directory Structure f
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of the SGLS as discussed above, and the data are incorporated into the borehole. XLS and
borehole. JNB files.

2.3 }A)a a Processing

In.contga#l to conventional logging practice, log data processing for the RAS is not
typically perforfned in the field. When rapid data reporting is necessary, it may be
possibl%ﬁer e a preliminary total gamma log and neutron logs within a short time
after dafa colle€tion, but detailed identification and quantification of specific
radionuclid®s requike extensive data processing. The RAS logging software generates a
file of gross cmzts wmfach of eight energy “windows” as a function of depth. Although
this file could g plotted in the field, the main purpose of the monitoring program is to

detect changes bet@ssive log runs, and this function is best performed in the
office.

-
The RAS collects 256-05?[‘ spgctra from the Nal(Tl) detectors used for monitoring.
These are stored as *.C M genegal, there is no need to examine individual
spectra. The RAS logginggffogram ayog)enerates a data file with count rates for each of
eight energy “windows” as a fuw of depth. RAS data are processed independently of
SGLS data, although frequentlyfompa @s are made between data collected from each
system. RAS data are stored and pgéCessed in Exce/ workbooks. Each workbook
contains the data for one borehole, inch?g t?e SGLS data. The *.CSV file generated
by the logging program is opened direcfly by £xcel and the data are transferred to a new
worksheet in the correct workbook. ¢ gencgffed to compare successive log runs.
t, bothsthe *.CSV file and all *.CHN

o_

2.4 Other Data Processing ¢

RLS, gross gamma, or other previous log data m;}’ge evaluatéd fge comparison to SGLS
and HRLS data. When specific radionculides are involv¥ed, itafay be necessary to
perform decay calculations so that the data can be corftpage® on a common date. It may
also be necessary to make depth adjustments or to recalCulate concentrations. These

calculations typically will be performed in a supplemental Excel W with the
n.

results transferred to the SigmaPlot file for plotting and compari

-
2.
.2
£
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3.0. Verification Data Processing and Evaluation

Field vepffication spectra are recorded at the beginning and end of each logging day. These

in portable field verifiers, in which the detector response is well known.
spectra provide a means to assess long-term logging system performance and
ell as the continuing energy and resolution calibrations necessary for spectral

an . Verification criteria are calculated for each logging unit/sonde combination from
statistical analysis‘f)f verification measurements made during calibration measurements, as well

as on—goi;?fg‘mg tivities. Currently available logging systems are listed on Table 2-1.
Memorawafa listinggfrification criteria for specific logging systems periodically will be issued
by the project

nical lead.
3.1 Developmeﬁ @iﬁcation Criteria

Each unique comwn of sonde and logging unit has a specific set of verification criteria
based on one or more parametegs. measured by that system. These values are tracked in an Exce!/
spreadsheet, which allows tf€m to bg/plotted as a function of time. The mean (average) and
standard deviation are also calculagfd for each parameter.

the “3-sigma” limits, which should gficompagg more than 99% of the data, assuming the
measurements are normally dist
each verification parameter as followss

»
Verification criteria are stated in ‘t:a/rfn?\f upper and lower control limits. These are defined as
uted.

upper and lower control limits are calculated for

UCL = X +3s ﬁL{)? ~3s
-

Where X is the average (mean) value and s is the standard deviation. During annual
calibration, sets of verification measurements @€ made at the beginning and end of the

calibration. Verification criteria are re-calculated after caljbratign. However, experience has
shown that the logging systems tend to function differr#}jive time, perhaps as a result of the
rigors of the logging environment. Therefore, the control limy

dataset that includes recent pre-run and post-run veri i
verification criteria may be re-calculated by the technical lead.

are calculated from a wider
s. From time to time,

Failure to meet verification criteria does not necessarily impfy that the J#&ging system is not
functioning correctly. External radiation, ambient conditions, and #€ field environment
associated with logging operations all affect system performane€. When gae or, more
verification parameters fall outside the control limits, the analyst shm:f carefully examine
individual spectra and overall system response. Verification measurements thaf fall outside the
control limits may be provisionally accepted if the analyst can demo\@e at the system is
functioning correctly. Note that there are no adjustments that can be made to im Ve)syste
performance without compromising system calibration. Any adjustments madgfo a loggj
sonde to improve or restore performance will require recalibration for all logging sy
that sonde. Likewise, any adjustments made to the data collection equipment in
will require recalibration for all systems using that logging unit. The requirement for
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recalibration may be waived when repeated verification measurements show no statistically
significant difference from similar measurements collected before the modification.

3.2 S Verification

S is engaged in routine operations, field verification spectra are acquired with a
eld Verifier (Amersham part number 188074). The verifier consists of a potassium-
uranium-thorium séurce mounted in a hollow cylinder, which surrounds the sonde in the vicinity
of the detectogeM™aturgl uranium- and thorium-bearing minerals were used to construct the
verifier, ytﬁ:t thgfdecay series are in secular equilibrium. Each verification spectrum thus has
a number of prog#fnent and stable full-energy peaks associated with various naturally occurring
gamma-emithg radionuclides. A count time of 1,000 seconds typically is used for verification
measurements to ass ell-developed peaks. Figure 3-1 illustrates a typical SGLS verification
spectrum on which the m rominent peaks have been labeled.

3.2.1 Processing SGLS Verification Spectra

Raw spectra are recorded ir@e\c at as .CHN files. These spectra are processed
individually using Aptec sQftwauefto establish energy and resolution calibration, and to evaluate
selected gamma peaks. Logging system prformance evaluation is based on net counts
(intensity) and full width at half maxjeffuim (FWHM) for the 609.3-keV gamma ray of 214gj (P8y
decay product), the 1460.8-keV ma ray#f *°’K, and the 2614.5-keV gamma ray of ***T1
(***Th decay product). Consistent withe@nventional gntrol chart practices (Taylor 1987), the
intensities and FWHM are compared’to acceptance &rﬁmces derived from statistical analyses of
peak intensities and FWHM from many previ lﬂecorded verification spectra. In general, pre-
run verification spectra are processed in thefield while logging is underway. Post-run

verification spectra are later processed b?‘(e %eng' eer or the data analyst. In either case,
S0

processed verification spectra are saved in Aptec ormat, which embeds the energy and
resolution calibration developed during procesSing. Processing of SGLS verification spectra
follows the basic steps outlined below. Specific details spectrum analysis process are
discussed in Appendix B, and Appendix C provides a dser guide for the Aptec software.

1.

number of check boxes selecting various components and paramet€Ts that can be
imported. Ensure that all boxes are unchecked, except for “Anﬂysis Seghp.” Analysis
parameters can also be entered manually by using Analyze/Setup to gghfigure ROI
Properties, Peak Search, Multifit, and Identification. Aptec a lows user defaults to be
saved; these parameters can be recalled by Analyze/Setup/Analyze l_)ef%

2. Perform Peak Search. Use Analyze/Peak Search to locate spectral peaks. cific details
of the peak search process are discussed in the Apfec manual and in Appéhdix B. A key
parameter in Peak Search is the “Max Peak Error.” This defines the maximum net count
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Table 3-1. Aptec Parameters for Processing SGLS Verification Spectra

Pargmeter \ Recommended Value
ROI Properties
RO%d Line Least-squares fit, deg 3
UsgfMethod 2 X (yes)
Centroid Cal Between Net Half Max
Centroid Net*abs(Net)*Chan
Cori MDA Sigma = 1.645 Error Sigma = 2
FWHM & FWTM Caf Not used

ROI Bkgnd EngsPdints )

10 End Channels (both sides)

Peak Search

Channel Range

150-4095

Max Peak Err

50%

Smooth Before Fitting g

Do not check any boxes

Energy Calibration

Calibration Points ' ¢ | See below
Max Degree N\ 3

Multifit

Spectrum Type /! APG4/Geli

Optimize Centroid Search for

Sepgfated Overlaps

Peaks to be Fitted

Fit Parameters o

Mplets & Singlets Sigma = 1.645

it with Pegk Width: Fixed  Fit with Background: Fixed

Accuracy Maximum lterations = 20-40 Maximum Overlaps = 4-5
Per: Change = 0.25 Minimum Reduced Chi Square = 0.75
Resolution Calibration
| Performge®@ by MultiFit g
Peak Identification
Library KUT.LIB s
Match ROI Centroid Tolerance 3-#fkeV
Half Life limit Not used\ o -
Fraction Limit 25% M
Create “Force MDA’ no
ROI Identification Identify all RO

Spectrum Listing

Include

Header, Activities with FIVHM ~ /

Sort Isotopes

Alphabetically /

Report Errors As

Percentage’

Save Listing File

ANSI (Windows)

Recommended Energy Calibr

Radionuclide Energy Energy
1 Ra-226 (U-238) 186.10 9 Ac-228 (The232) | 911.21
2 Pb-212 (Th-232) 238.63 10 Ac-22¢f(Th-232) 968.97
3 Pb-214 (U-238) 295.21 11 Bi-214 (-2 1120.29
4 Ac-228 (Th-232) 338.32 12 R 1460.83
5 Pb-214 (U-238) 351.92 13 Bi-214 (U-238) o~ 1764
6 TI-208 (Th-232) 510.77 14 Bi-214 (U-238)
7 TI-208 (Th-232) 583.19 15 Bi-214 (U-238)
8 Bi-214 (U-238) 609.31 16 TI-208 (Th-232 2614.53

" Errors are reported as percentage for consistency with previous work.
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m#\ptec (1] 2a082004.s0 Aptec-MRC PCMCA/WIN Spectium [_ (O] %]
File  Edit Dizplay Setup Colect BOl Analyze Yiew Help
Linear Imported from Ortec Preset-L
— 1000.000
ok Stopped
True Time
1016.500
Live Time
1000.000
% Dead
1.62
Th232 Gross Count
827211
Counts/sec
827.211
Collect Start
Y238 Nov/14/2001
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error for a region of interest (ROI) that will be accepted as a peak. For verification
spectrg, peaks should be reasonably well defined. An initial value of 50% is
reggMmmended. This should be adequate to detect all peaks used for energy calibration and
erification tracking (see Table 3-1). If not, try increasing the value. If too many of the
smaller s are detected, try decreasing the value.

ergy Calibration. Press the space bar repeatedly to index the cursor on the right-most
(highest energy) ROL. This should correspond to the ***T1 peak at 2614.53 keV. Use

§}ftp/?~'ck Energy Calibration [F2] to enter energy values listed in Table 3-1. By
t

ich should be the **°Ra peak at 186.10 keV. Continue advancing from left to
right, enterin rgy\values from Table 3-1 until all 16 peaks have been entered. Minor
peaks not uséd in thefalibration may be deleted using ROI/Delete Indexed [Del]. Select a
3" order fit for the final energy calibration. Use Display/Energy Calibration to examine
the calibrat lationship. (Make sure the vertical scale is linear). Energy calibration
details can be viewed fsom Seyup/Full Energy Calibration. The maximum total error for
the energy calibratigh shouldfbe less than 0.1 %.

4. Resolution Calibratiofrand Multifile In contrast to prior practice, a resolution calibration
is not explicitly performed. Mutifit is run for the first time it will automatically
perform a first order resolysOn calibgdtion. This has been found to provide consistent
and reliable results. After complg#fhg peak search and energy calibration, use
Analyze/Multifit to fit a Gaugg#in (normal) difribution to each peak. Display/Resolution
Calibration and Setup/Full Resolution Caljpfation can be used to evaluate the resolution
calibration. Total error should be leg€than 4%. If necessary, a manual resolution
calibration can be performed. If thgsfesolution c‘ﬂjration is changed, re-run Multifit.

5. Peak Identification. Use Analyze/ldewcs to identify peaks in the verification
spectrum. Note that a different library (KUT.LIB)is usgd for verification spectra. This
is because there are several instances in which pfflan-made and natural gamma lines are
relatively close together. KUT.LIB gives preference gfnatural gamma lines, while
SGLS.LIB gives preference to man-made ga f

parameters in accordance with Table 3-1. Use File/Save Ljgfing As to save the listing as a
*.LST file and File/Print to print the listing. Finally, us€File/Savgsds tq save the
spectrum in Aptec (*.S0) format. (

3.2.2 Comparison with SGLS Verification Criteria ~ )
For the SGLS, the three most prominent peaks are chosen for verification. TheSe are: t 9.32-
keV *'Bi peak, the 1460.83-keV *°K peak, and the 2614.53-keV ***T1 peak_Spect
processed in accordance with Section 3.2.1. When the verification spectrum lisg
printed, highlight the peak (net) cps and FWHM values for the 609.32-keV (**

U), 1460.83-keV
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(*’K), and 2614.53-keV (***Th) peaks on the printout. Compare these values to the corresponding
verification cgiteria. Any values that fall outside the control limits should be circled in red ink.

control limits. Pos#-run verification spectra offer an opportunity to assess the performance of the
system over t gging run. Experience has shown that FWHM values remain relatively stable,
but that dggeCtor effigfency tends to decrease slightly over a typical logging day. Therefore, peak

run verification spectra are compared to the corresponding values from the
tion spectra. Net counts per second for each verification peak should be within

10% of the pre-run vajees FWHM values for post-run verification spectra are compared to the
appropriate control fimits:

The fact that a parﬁ'ﬂ&ér fails to meet verification criteria as described above is not necessarily
an indication of system failurge*®*ariafions in system performance may be the result of variations
in background radioactivityflevels agt/or changes in ambient conditions. When one or more
verification parameters fall outsidg’the verification criteria, the analyst should carefully examine
the verification spectrum. the shapesof the background function through the affected peak.
Look for evidence of man-made radiogmelides (especially *’Cs at 661.62 keV) that may be
affecting the spectra. Use the Anafpfe/Compghe function to overlay other verification spectra and
look for any significant differences. ChgeK'to ensure that the energy calibration is correct, that
the three verification peaks are well_g@€tined, and tha#there are no “tail” peaks. Check to ensure
that no errors were made in processing. If thergargsfo obvious errors and the spectrum is
comparable to other verification spectra, it pfdy be provisionally accepted. When verification

peak intensity and/or FWHM fail to meet {#€ criteria, it% wjll be noted in the Log Data Report and

a brief explanation as to the reliability of the log ibe provided. If necessary, the logging
system will be checked for proper function. Ig#ome cases it may be necessary to re-log all or

part of a borehole. /

When the HRLS is engaged in routine operations, field verificatig@flpectra arg acquired with a
specially fabricated field verifier, which consists of a 200-mi
the side of a steel “pig” that surrounds the sonde in the viciflity of the d€tector. This was done
because commercially available field verifiers designed for convggflonal gamma-ray logging do
not provide gamma lines of sufficient intensity. Figure 3-2 illuStrates a tygreal HRLS
verification spectrum. (

3.3 HRLS Verification

The HRLS field verifier presents two unique concerns. A point sour}e-i.;used that is located
relatively close to the detector, such that minor variations in source to detector spaeing may.
result in detectable changes in peak activity. Therefore, it is important that th@flogging
consistently positioned in the field verifier. In addition, '*’Cs has a relatively short
(30.07 years) so that the peak intensity decreases over time. Over the course o
radioactive decay will result in a decrease of about 2.3% in peak activity.
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3.3.1 Processing HRLS Verification Spectra

b net counts (intensity) and full width at half maximum (FWHM) for the 661.62-keV
peak for V’Cs. »

1. S

¢ 3-2. These parameters can be entered in one of two ways as described in the

SGLS discus';ﬂﬂ.‘\)

2. Perform Peak Sgarch. Use Analyze/Peak Search to locate spectral peaks. Verify that
Peak SearchT8cates the "*’Cs peak.

3. Energy Calibration. (de; th€ cursor on the ROI for the *’Cs peak at 661.62 keV. Use
Setup/Quick Energy Calip#ation [F2] to enter the energy values and select a 1* order fit
for the final energy calibration. <

4. Peak Identification. Use Mze‘/[d tify Peaks to identify peaks in the verification
spectrum. Use the HRLS.LIB libfary file. /

5. Print Peak Listing and Save Spectrum. #sg#ile/Preview Spectrum Listing
[Ctrl+Shift+F12] to display the spec#fum listing. Use Setup/Listing [F2] to set the listing
parameters in accordance with Taky€3-1. Use fil /Save Listing As to save the listing as a
* LST file and File/Print to print the listigg” 1ﬂ§y, use File/Save As to save the
spectrum in Aptec (*.S0) format.

3.3.2 Comparison to HRLS Verification Crﬁi!a

When the verification listing has been printed, highli e peak (nepp€ps and FWHM values for
the 661.62-keV *’Cs peak and compare the values to the corres i ification criteria.

For the HRLS, both pre-run and post-run verification spectra are gémpared to the control limits.
The fact that a parameter fails to meet verification criteria is not necessar#¥ an indication of
system failure. Variations in system performance may be the result ofﬁariatio in background
radioactivity levels and/or changes in ambient conditions. When a yerificatigh parameter falls
outside the control limits, the analyst should carefully examine the ;%‘rﬁ;ation spectrum. Check
the shape of the background function through the affected peak. Use the Analyzgs€ nr;zzre
function to overlay other verification spectra and look for any significant diffefences. ck to
ensure that the energy calibration is correct and that the '*’Cs peak is reasonably wg/defined.
Check to ensure that no errors were made in processing. If there are no obviougg€frors and the
spectrum is comparable to other verification spectra, the spectrum may be provisionally
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Table 3-2. Aptec Parameters for Processing HRLS Verification Spectra

Pargmeter Recommended Value
ROI Properties
RO%d Line Least-squares fit, deg 3
UsgfMethod 2 no
Centroid Cal Between Net Half Max
Centroid Net*abs(Net)*Chan
Cori MDA Sigma = 1.645 Error Sigma = 2
FWHM & FWTM Caf Not used
ROI Bkgnd EngsPdints ) 10 End Channels (both sides)
Peak Search
Channel Range 300-3000
Max Peak Err 10%

Smooth Before Fitting = \ | Do not check any boxes

Energy Calibration
Calibration Points ¢ | Cs-137 @ 661.62 keV

Max Degree NN 1

Multifit

2 Multifit is not used for analysis of HRLS data

Peak Identification

Library ws.us

Match ROI Centroid olerance 34 keV

Half Life limit Not us \

Fraction Limit %}a low)Value to “turn off” this function)
Create “Force MDA’

ROI Identification Identif ROIs Zz
Spectrum Listing

Include Header, Activitip€wifh FWHM
Sort Isotopes Alphabetical N
Report Errors As Percenta

Save Listing File ANSI(WindowW

! Errors are reported as percentage for consistency with previous work.

meet the criteria, it will be
the log data will be
nction. In some cases it

accepted. When verification peak intensity and/or FW fail
noted in the Log Data Report and a brief explanation as to t
provided. If necessary, the logging system will be chi
may be necessary to re-log all or a portion of a borehole.

3.4 NMLS Verification

For the neutron moisture log, verification spectra are recorded 1n the sour€ shigld, which yields
a consistent response. No spectral processing is required. Compare tlré gross ¢gunt rate to the

verification criteria. . :
3.5 RAS Verification /‘
RAS verification measurements are made in a conventional field verifier siffflar at used for

the SGLS. However, RAS detector response is stated in terms of total counts afid gross counts

DOE/Grand Junction Office Data Analysis Manual, Rev. 0
January 2003 Page 3-9




within specific energy windows, which are stated in terms of channels. Evaluation of
verification spectra consists of comparing individual window count values to the average of

areas of high background are not compared to the criteria. In addition, the counts in specific
windows may beaffegted by an incorrect gain setting or gain drift. Verification spectra are

evaluated g#letermigl the centroid of a marker peak, such as the 1460.83-keV line for *’K.
Verification spegi#f that exhibit incorrect gain or excessive gain drift are eliminated from the
dataset used j#”Calculate control limits.

Failure to meet Veridcati iteria is not by itself an indication of system failure. The logging
engineer and/or analyst\are responsible for evaluating suspect verification spectra in detail.
Verification spectr be provisionally accepted if it can be determined that system
performance has not been serig®sly cpmpromised. In some cases it may be necessary to re-log
all or part of a borehole.

s
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4.0 Log Data Processing and Analysis

ections, and providing the data in a usable output format for plotting. The same
software and 6Verall approach are used for processing SGLS, HRLS, and NMLS data:
specific s, parameters, calibration, and correction functions are unique to each type of
loggisf syste logging system is defined as a combination of a downhole sonde with
a logging containing a draw works, power supply, and surface electronic equipment
for data €ollection and \jiage. Each sonde and logging unit is uniquely identified, and

each combinatiogpfrepresents a unique system. Table 2-1 identifies logging systems
currently in use.! Each'system has a unique calibration function, although other functions,
such as dead fim@;irrection or environmental corrections may be common to multiple
systems of the same type.

A general discussion of gammagpectrum analysis is provided in Appendix B. A user
guide describing vari eters controlling the analysis software is provided in
Appendix C. “

The following sections includ@ ata processing instructions for each type of
logging system. /

4.1 Spectral Gamma Logging SMH/(SGLS)
-

4.1.1 Verification d -

Verification measurements are collected before and after each day’s logging event to

assess system performance. The verification measyfementsjtypically are analyzed in the

field according to the procedures set forth in Section 3.0, ‘W erification Data Processing
and Evaluation.” Processed verification spectra

4.1.2 SGLS Data Processing

A typical borehole log run may contain more than 100 indivfdual speggsa, and several log
runs may be required in a single borehole. The Aptec OSQ/SUPERFISOR pjogram
provides the capability to automate processing of gamma spectra in batchghode. This
program allows the user to set up parameters for PCMA/WIN tha\\d.ei ine how the
region of interest (ROIs) are defined and how the subprograms Peak Search, ltz)‘z‘t,
Identify Peaks, and Spectrum Listing functions are run. Supervisor appliegfhese
parameters to all selected spectra without operator intervention. With this batch
processing technique, the analyst can make a first run with identical parametgfS applied to
all spectra and then sequence through the results of each analysis to evaluate and correct
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any anomalies such as unidentified peaks or false peaks. Routine processing and analysis
of SGLS data consist of the following steps.

s Set Up Files. Copy field files from the network server and set up working

ies as discussed in Section 2. Review borehole FIELD.DOC to determine
ehole conditions and logging notes and observations. Collect any additional
files that may be needed for analysis. Copy the relevant sections of

borehole FIELD.DOC to borehole.DOC and make any necessary changes or
eV1ew Verlﬁcatlon spectra and verification spectra hstlngs to

2. Batch Progessing.\ Run Aptec Supervisor. Use File/Supervisor Access and Edit to
set up pgrametersytor the batch run. Recommended parameters for batch
processing using Supervisor are provided in Table 4-1. Recommended
parame or spectral analysis are provided in Table 4-2. After analysis
parameters have b et in Supervisor, save the *.JOB file in the working
directory using Kile/Savefds. Execute Supervisor using Run. In the “Open
Spectrum File”” dialogJ#Ox select the correct directory and use the drop list under
“List Files of T to select Qstec spectra (*.CHN). Select the appropriate

spectra from a speciﬁ;?un. Egch log run should be analyzed independently,
post-

using either the pre-ru verification spectrum associated with that run
for energy and resolution caljpfation. In cases where gain drift has occurred, it
may sometimes be neces to process pg of the run with the pre-run
verification spectrum and part with ghe p@st-run spectrum. In extreme cases, it
may be necessary to set up an engfgy calibration from one of the log spectra and
use that to process part of the\lg¢€run. SuperPisor will generate *.S0 and *.LST

files for each *.CHN file. /

3. Review Spectral Analysis Results. After the barehole data for a log run have
been processed, run Aptec and review indiyflual spegtra (*.S0) files. *.LST files
may be reviewed using a text editor. Typical checlg made during this review are
discussed in Table 4-3. Make any necess [ptec to modify the
* S0 file generated by Supervisor as necessary. If a sp m file (.S0) is
modified, the existing *.S0 file must be overwrittepgsfSing the Sgfe command and
the corresponding *.LST file must also be overwfitten by g File/Preview
Spectrum Listing [Ctrl+Shift+F12], followed by File/Sg#® As. When all spectra
have been reviewed, the analyst can also run LISTEM.BAT to generate *.LST files
from the most recent *.S0 files. (

~

)

~

A
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Table 4-1. Aptec Supervisor Parameters for Processing SGLS Spectra

Parameter

Recommended Value

Based on borehole number

D ource Spectrum File (only available option)
eset Heg?/ Not used
Embed Hegfer into Job
Embedded Calculations
ency
Energy ot Not used
Resolution g~ )
Job Environment
Recy&le Not available
ROI Prop v" Use >>Setup to set parameters per Table 4-2
Sample \
Quantity ) | Notused
Password ( V4
Run Sequence
Instructions
Setup App ~ Notlused

Link at Run Time

4

/

Use Sample/Quantity Info ( j .
Use Efficiency Calibras elect frgm this job

Use Energy Calibration

Select “or from file” and designate the appropriate verification

Use Resolution Calibration | spg€trum
Use ROIs elect “frgpf this job”
Do Collection :
Not ilable

View While Collecting

7

Search v' Use >>Set et parameters per Table 4-2
Multifit v Use >>i€u#;;&et parameters per Table 4-2
Identify v Usq >>Setup to sebparameters per Table 4-2
Bkgnd Subtract N
- ot used
Quantify ’/\
Print Listing Do not checlbut use >>Setup to set parameters per Table 4-2
Print Report Not used
Save

Spectrum Name

Save Spectrum

Aptec always uses thé name gffthe spectrum file
v Select Aptec spegtra (580)

Save Listing v' (Set parameters per Table 4-2 u >>Setup for Print
Listing
Save CSV Listing
Save Process Report Not used
Append QA/QC Info
Final App Not used -\
When Done

Select either “Exit” or “Wait”, depending on requirements. “Exit” termindtes the

gram and

“Wait” allows the analyst to change parameters and make another ru

/_ )

A
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Table 4-2. Aptec Parameters for Processing SGLS Spectra

Parameter | Recommended Value
ROI Properties
R gnd Line Least-squares fit, deg 2
se Method 2 X (yes)
Centroid ulated Between Net Half Max
Centrgi@®Weighing Net*abs(Net)*Chan
i dence MDA Sigma = 1.645 Error Sigma = 2
FWHM & FWTMPCal Use least-squares fit
ROI Bkgnddend Poipts 10 End Channels (both sides)
Peak Search
Chanfiel R:z;?/ 150-4095
Max Peak Bffor 50%
Smooth Before Fittinge, \ | Do not check any boxes

Energy Calibration

Imported from velificationgpectrum under “Link at Run Time”

For individual spectra, use Edit/Load Header Information, designate the appropriate spectrum,
and select “Ener alibration”

Resolution Calibration

Imported from veriﬁcationﬁ)ectrum nder “Link at Run Time”
For individual spectra, use Edit/Lgéld Header Information, designate the appropriate spectrum,
n”

and select “Resolution '_

Multifit

Spectrum Type HP elLi )

Optimize Centroid Search for erlaps’

Peaks to be Fitted " Multipl Singlets Sijgma = 1.645

Fit Parameters Fit Peak Width:dPixed Fit with Background: Fixed

Accuracy Maximum lteratipngg 20-40 Maximum Overlaps = 4-5
Percent Ch%— 0.25 Minimum Reduced Chi Square =
0.75 A PN

Peak Identification

Library SGLS.LIB /‘7
Match ROI Centroid Tolerance 3-4KeV

Half Life limit Not used

Fraction Limit 5% / )

Create “Force MDA’ Yes (for Cs-137, KUT)" with RoI#ldth of 2.55 times its FWHM®
ROI Identification Identify all ROIls / Zz

Spectrum Listing

Include Header, Activities with MDA, Actiyi#fes with F

Sort Isotopes Alphabetically

Report Errors As Percentage”

Save Listing File ANSI (Windows)

! “Close Overlaps” may be selected when peaks are skewed by pulse pileup. @

* Errors are reported as percentage for consistency with previous work.
3 The default value of 2.07892 is what previous versions of S_Ident used and is equivgiént to full width
20th max. It is suggested that a value of 2.55 times the FWHM is more appropste as this gives,95% of

the area of a Gaussian peak. /_ )
-
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Table 4-3. Guidelines for SGLS Spectral Analysis

Discussion

=, 2615-keV peaks
are identified

Typical counting errors (100-s count time in 6-in. casing) are about
15, 30, 40, 40 percent, respectively. Error can vary considerably
depending on counting time and casing thickness.

System gain drift causes energy calibration to be out of 3- to 4-keV
tolerance. Requires new energy calibration for affected spectra.

> 4

Most common interfering peaks occur near 510 keV (“*Ac, '"Ru,
and annihilation peak), 1001-1004 keV (***Pa, '**Eu), 186 keV (***Ra
and 2°U), 1460 keV (***Ac, *°K). Secondary peaks should be looked
for if the analyst is in doubt.

Spurieflis Peaks

Often occur on the downside tails of larger peaks and can be
erroneously identified as the large or “parent” peak. The small peak

/'\ \s deleted and peak identification rerun.
N\

o

High Concentrations of

Radionuclides

/n zones of high "*’Cs concentrations the spectra become distorted by
pulse pileup and an elevated Compton continuum that may cause
multiple peaks to be identified. Peaks identified in this instance
typically, can be deleted. No special manual efforts such as painting

%I&s to gonsolidate multiple peaks in the 662-keV energy range are
requirgdl. High rate logging is recommended where dead time

ds 40 %.

Confirmation Peaks

Peaks of manfhade radionculides identified near their MDL by
routine ssing require verification. Check that confirming peaks
are ppéent in spgCtrum (e.g., 1004 and 1275 keV for '**Eu). In
addition, it giduld be expectgd that a legitimate peak would be
detectedsft two or more @fnsecutive depths. Delete a peak if it cannot
be confirmed. 4

Associations

It is common fop€ome radionuclides to be associated such as **Pa
usually exists yith *°U and #*Eu with ** Eu. Consider confirmation
peaks also if the legiti of@peak is in question.

Radon

Radon in the borehgican affect **U concentrations. Analyst should
consider the existence of the 295-keV energy peak at normal counting
times as an indicator of 222{rfsyst matic difference in total
gamma count rate in repeat{Sections j§ also an indicator.

KUT Concentrations

If the KUT concentratioWgniﬁcantly om normal
background concentrationSTHf€ analyst shoy# note that casing
configuration or grout around the bore may be affecting the log
data.

o
g

A
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4. Generate Log Data Files. The *.S0 and *.LST files contain the results of spectral
anglysis for individual log spectra. It is necessary to collect the data from these
es and write it to data files as a function of depth, which is embedded in the
Sample ID field. SGLSoffline is an in-house program that reads individual
m files and writes a series of *.RAS files in text format. Most of these
s have a name of the form eeee.RAS, where eeee indicates the energy level of
a specific gamma peak. For example 1173.RAS contains data for the “’Co peak at
1173.24keV (there should also be a 1332.RAS file if “°Co is present). Data fields
}b&*. S file are fixed length. Columns in an eeee.RAS file are:

o epth measurement depth (ft)
D deadtime percent dead time
o C net count rate for peak
o sUn: uncertainty in net count rate (in percent)
J \nda minimum detectable activity
J flag flag indicating type of value
J filename / spegtrum file name
The file GROSSCN ontains E)tal count data organized in columns as follows:
o depth
. cps
o true time
o live time live time (sec)
o deadtime percent de rr/
J gross cnts total groggecounts

4.1.3 Calculate Concentrations /

Radionuclide concentrations, concentration error, miniglum detectable level (MDL)
are reported in units of picocuries per gram (pCi/g). The

from peak data by:
Ca=27'}(])27x1(E)><KW><KC><DTC><n //
u(Cu)z27'027xI(E)wachxDTCxu(n) ( <
MDL=27'}(7)27><1(E)><KWXKCxDTCxMDA \A )

Where n is the net count rate, u(n) is the uncertainty in count rate, and MDA 1i is
minimum detectable activity for the specific peak. All these values are in
per second (cps). I(E) is the detector calibration function (inverse efficiency as a function

DOE/Grand Junction Office Data Analysis Manual, Rev. 0
January 2003 Page 4-6



of energy level, expressed in gammas per second per gram per count per second), Y is the
radionucligde yield (gammas per decay), DTC is the dead time correction, and K. and K,

Concentrationsecalculated from SGLS data are made on the assumption of a uniformly
distributed aemoggeneous distribution around the borehole axis, and that the sonde axis is
coincigefit with t

nature of radioactiety, and does not take into account errors in the calibration function,
errors in envirofmental gorrection functions, or variability associated with nonconformity
to the assumed contaminant distribution.

Given below is a brief di?ﬂ?sion of the functions involved in the concentration
calculation.

e (Calibration Function. /(E) deseribes the response of the SGLS detector as a
function of energy level. detector-logging unit combination (system) has a
unique calibration fung#On, whighf is updated annually. The calibration function
is described in Appendix B. constanggr a specific system are reported in the
corresponding calibratiogs€ertificate.

e Dead Time Correction. The dea@e correction accounts for the fact that the
system cannot process all chargé®pulses whén sigh gamma flux is encountered.
The dead time is expressed as a percepsdge, may range from zero to 100%.

At 100% dead time, the detector is¢#Saturated” and no counts are recorded. The
dead time correction function is described %ﬁﬂnen ix B. Each logging unit has a

unique dead time correction function. A dgfd time
dead time exceeds 10.5%. For the SGLS, the de
acceptable up to about 70%, but peak spreadi®, pulse pile

e Casing Correction. A casing correction is required 0 accountdfer thg fact that
gamma radiation is attenuated as it passes through steel cagfng. The flegree of
attenuation is dependent on both gamma energy level and casing gfickness. A
generalized casing correction has been developed for all s. This is
described in Appendix B. For gamma energies greater than 600 keV ghe cgsin
correction function can be used for casing thickness as much as 2 if.

A
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Table 4-4. Naturally Occurring Radionuclide Data

Primary Gamma Rays Secondary Gamma Rays

Daughter E (keV) Y (%) Daughter E (keV) Y (%)
1460.83 10.67
22T 2087 2614.53 35.34 22pp 238.63 43.30
2087 583.19 30.11
BAC 911.21 26.60
P Ac 968.97 16.17
228

Ac 338.32 11.25
/ 208 510.77 8.06
B8yt 214Bj 609.31 44.79 214pp 351.92 35.80
24p; 1764.49 15.36 ipy 295.21 18.50
24g; 1120.29 14.80
4py 241.98 7.50
\ > 4B 1238.11 5.86
4B 2204.21 4.86
O 214g;4 2447.86 1.50

! Attainment of secular equilibrium between“*U and *'*Bi/*'*Pb requires time periods on the order of
several million years. Activities of bo#'Bi and *'*Pb are commonly assumed to be equal to the
activity of naturally occurring *** owever, ghese radionuclides are short-term daughter products of

e casing may temporarily perturb the secular equilibrium

*22Rn, and accumulations of rad#h gas insi

between **U and 2*Bi/*"*Pb.
Vg ~
/,.

e )
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Table 4-5. Man-Made Radionuclide Data

Half Life Primary Gamma Rays Secondary Gamma Rays
Radigsfclide | (Years) E (keV) Y (%) E (keV) Y (%)
Co 5.2714 1332.50 99.98
1173.24 99.90
19 1.0238 511.86 20.40 621.93 9.93
125Sb L 27582 427.88 29.60 600.60 17.86
635.95 11.31
/‘ 463.37 10.49
Sn 1.E+05 414.50 86.00 666.10 86.00
694.80 82.56
BiCs /!TZZ 604.70 97.56 79585 85.44
e 30.0 661.66 85.10
Ry Nl3e542 1408.01 20.87 121.78 28.42
34428 26.58
/‘ 964.13 14.34
1112.12 13.54
778.90 12.96
-
S4By 8.593 1274s44 35.19 123.07 40.79
723.31 20.22
1004.73 18.01
/ 873.19 12.27
*Eu 47611 105.31 // 21.15
By 7.04E+08 185.72 57,20
Bimpg (3BU)! | 4.47E+09 1001.0 0.84 811.00 0.51
/ 766.36 0.29
“"Np 2.14E+06 312.17 3860 |
29py 24110 129.30 63
375.05 0016
413.71 0.001
2 Am 4322 59.54 35.90

! 234mpy is a short-term daughter of **U. Secular equilibrium®fs achieved gg#ftively quickly. Because
of the relatively low gamma yield, this peak is not observed when o ackground levels of

naturally occurring ***U are present. Hence, the presence of ga peaks associated with **"Pa
without corresponding peaks associated with *'*Pb and *'*Bi is taken as a inﬂiﬁ of man-made

or chemically processed uranium.

~
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e Water Correction. A water correction is required to account for the additional
gagnma attenuation associated with water in the annulus between the sonde and
e borehole wall. A generalized water correction has been developed for all
SGLS systems as described in Appendix B. Note that the water correction
funcgén does not account for the effects of water in the pore space. Hence,
centrations below the groundwater level will be slightly underestimated.

o Shield€orrection. A tungsten sleeve, known as the external shield, can be
in d op the outside of the sonde to reduce count rates. The shield correction,
fe n Appendix B, is a function of shield thickness and gamma energy
e shield is seldom used with the SGLS; when high dead times are
ountered, the HRLS is recommended for logging.

The above calculatio carried out in an Excel workbook. Preliminary plots can also
be generated @ce The process for calculating concentrations follows these steps:

1. Setup Excel Wor . Ih Excel, open the correct template workbook for the
logging system ih use. Ingmediately save the workbook under the borehole
directory to avoid cogafpting the template. The workbook includes worksheets for
I(E), dead time correction, casitg correction, and water correction, as well as
individual Worksheet%yh radionuclide. The radionuclide worksheets are

identified by eeee, w eeee indlcates the peak energy. Each * RAS file
imported into Excel should ha#c a corres?ding worksheet in the log analysis
workbook. Within the book, links afid lookup functions are used to avoid
duplicate data entry. Workshee(t;?ﬁ%n is invoked to prevent inadvertent
alteration. A Description page oéntains a detalled description of the worksheet
and specific instructions. Borejle details, ds‘:éh as borehole name, casing
thickness and depth, borehole diamet th to water are entered on the
Summary worksheet. All depths arg®ntered relative to the depth reference, which
generally will be top of casing (TOC) in existiag boteholes. Ground surface may
be used for temporary boreholes, or where (errnane casing has not yet been
installed. Note that the thickness values entered 0
individual casing thickness, but cumulati
case where 8-in.-diameter, 0.322-in.-thick casing extengd§ from the ground surface

surface to 100-ft depth. The values entered on orksheet would be
0.602 (0.322+0.280) in. for 0 to 50 ft and 0.280 in. for ¥ to 100 ft. Data for
selected radionuclides are entered on the /(E) worksficet. Eachgsadionuclide
worksheet contains a specific energy value in cell 11, whiclfis used o look up
energy-dependent values for concentration calculations. The eneggy value entered
here must correspond to one of the energy values in cells to B30 on thg I(E)
worksheet.

Note: Occasionally, when boreholes are logged during drilling,there m
several logging events, each with a different casing configuration. n this
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occurs the analyst should develop a separate workbook for each logging event,
and combine the data for plotting.

. Load Data and Calculate Concentrations. To import data from eeee.RAS, use the
File/@Pen command in Excel and select the correct *.RAS file. This will invoke
ile Import Wizard, which will load the data into a new Excel file. Copy
columns A through G onto the corresponding eeee worksheet in the analysis
workbaek. Each eeee page is organized so that columns A through G contain
n ata, column H is blank as a “buffer,” and calculations are performed in
/X-d hrough R. Copy row 6 in columns I through R downward to the end of
- Repeat this process for each radionuclide. GROSSCNTS.RAS is
orted to the grosscnts worksheet using a similar process. Each analysis
template yrkboo contains a series of worksheets for the most common
radionudfides. \These can be reconfigured and additional sheets can be added as

necessary. When calculations are complete, unused radionuclide (eeee)
worksh ould be deleted.

3. Organize Data fér Plotting. After all calculations are complete, copy columns O,
P, Q, and R from eachgfidionuclide worksheet to the correct columns on the
logdata worksh&®t: Use the Edi#/Paste Special command and select “values” to
copy the data. Save the comapleted workbook as borehole. XLS. The logdata
worksheet contains datg#fhat can J#e copied into SigmaPlot for plotting. Finally,
add analysis notes, log plot s, and results and interpretations to the

borehole. DOC file, and g@#¢ it in the wosing directory.

| | a5
4.2 High Rate Logging System ( S)
e “

4.2.1 Verification / ~

Verification measurements are collected before and eagh day’s logging event to

assess system performance. The verification measge’:ne;nt typically are analyzed in the
field according to the procedures set forth in Section 3.0
are used to establish energy calibrations that are a to each s
processing. A resolution calibration is not necessary because
used to analyze high rate data.

rification spectra
trum during data
¢ “multifif’ routine is not

4.2.2 HRLS Data Processing

o
Aptec Supervisor is also used to analyze HRLS data. Tables 4-6 a(d 4-7 pggvide
recommended HRLS batch and analysis parameters. The most s% differences
between the SGLS and HRLS processing parameters are that the S energy
calibration is limited to a first-order (linear) function based on the 661.66- 785
peak, the resolution calibration is not performed, and the Aptec Multifit rofitine is
used to fit a Gaussian distribution to the peaks because of the tailing characterj
HRLS data generally are analyzed in conjunction with SGLS data, so that € procedure
outlined under Section 4.1 is followed.
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Table 4-6. Aptec Supervisor Parameters for Processing HRLS Spectra

arameter Recommended Value

Based on borehole number

Spectrum File (only available option)

Not used
Embedded Calculations
Efficiency
Energy ) Not used
Reso n
Job Environment
Recycle o Not available

Sample
Quantity

Password N

ROI Properties /\ \ v" Use >>Setup to set parameters per Table 4-7
/]
N4

Not used

Run Sequence

Instructions No# used
Setup App v

Link at Run Time /
Use Sample/Quantity

Select “ff8m this job”
\

file” and designate the appropriate verification
<

Use Efficiency Calibration
Use Energy Calibration ;ﬂ&tﬂor fr
spectru

82: Egslglutlon Calibration rom this jOV
Do Collection :
View While Collecting Not ava"a*V 7
Search v Use >z8etup to setParameters per Table 4-7
Multifit Not used
Identify v Use >>Se o set parameters per Table 4-7
Bkgnd Subtract Not used
Quantify Y- \
Print Listing Do not check, but usefF>Setup o set parameters per Table 4-7
Print Report Not used \/ \
Save 4
Spectrum Name Aptec always uses the name of the ctrum file
Save Spectrum v Select Aptec Spectra (*.S0)

Save Listing v' (Set parameters per Ta -7 under etup for Print
Listing
Save CSV Listing
Save Process Report Not used -
Append QA/QC Info Y 4 )
Final App Not used ' 4
When Done

Select either “Exit” or “Wait”, depending on requirements. “Exit” terminates the program a)wd
“Wait” allows the analyst to change parameters and make another run.

A
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Table 4-7. Aptec Parameters for Processing HRLS Spectra

P}rameter

| Recommended Value

ROI Properties

Least-squares fit, deg 3

R kgnd Line
se Method

X (yes)
Centroid Géflculated Between Net Half Max
Centrgil’ Weighing Net*abs(Net)*Chan
=@ofiidence MDA Sigma = 1.645 Error Sigma = 2
FWHM & FWTNPCal Not used

ROI Bkgnd##Td Poipts

10 End Channels (both sides)

Peak Search

200-3000

80%

Channel Ran
Max Pea ror
Smooth Before Fittings.

\

Do not check any boxes

Energy Calibration

Imported from velificationdpectrum under “Link at Run Time”

Multifit

Muiltifit is not used for analysis of HRLS data

Peak Identification

Library HRLS.LIB
Match ROI Centroid lerance 3-4 keV
Half Life limit Not used o

Fraction Limit

5%

Create “Force MDA”

ROI Identification

\
Y or Cs-187)
entify allgROls

Spectrum Listing

Include

Sort Isotopes

Report Errors As

H%er, Activities with MDA, Activities with FWHM
Alphabeticall
Percentag

Save Listing File

After the HRLS data for a log run have been proces

-
ANSI (Wiefflows)
" Errors are reported as percentage for consistency % previous work.

, run Uptec and review individual

spectra (*.s0) files. *.LST files may be reviewed Wsing a tgkt editor. Typical checks

=N
4.2.3 Calculation of Radionuclide Concentrations (

Concentrations are calculated from HRLS data using the same equations as those fpr the
SGLS. However, there are a number of important differences:

e (Cs-137. Experience has shown that '*’Cs tends to be the dominant radi
detected in borehole intervals with high gamma flux. Other radion
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unlikely to be detected in high rate zones unless they are present at activities
comparable to the '*’Cs concentration.

Dead Time Correction. The HRLS dead time correction function becomes
mathefhatically unstable at dead times greater than 70%. Dead time corrections
applied for dead times between 10.5 and 56%. Data where the dead time
exceeds 56% should not be used. When dead time exceeds 30%, shields should be
used. o

ection. The HRLS was calibrated with a 0.28-in. steel sleeve in place
detector. Hence, HRLS response is normalized for a typical 6-in.
cdule-40 casing. For a different casing thickness, a correction factor is

calculatfzﬂged op attenuation relative to 0.28 in. of steel. The HRLS casing
correctidh facter g8 calculated as follows:

K, = ex\pe.54,up(T —0.280)) = exp(1.443(T — 0.28))

tion coefficient , cm?*/g (= 0.0738 at 662 keV)
ity, g/lem’ (= 7.7 for steel)
T = casing thickness, in (1 in. =2.54 cm)

e Water Correction. Néwater cgafection function is available for the HRLS.

e Shield Correction. Two shields are ayailgble for use with the HRLS. The first is a
0.31-in. tungsten sleeve that can pe¢®installed on the outside of the sonde. This is
known as the external shield. The second is tungsten “cup” with a wall
thickness of 0.7 in. that fits over the det g’ﬁside the sonde housing. This is
known as the internal shield. An engfgy-dependent correction function has been
developed for the external shield and is described in Appendix B. No such
function is available for the internal shield, a shigld correction factor has been
estimated for *’Cs (661.62 keV) from COnZ:ri(s:)n f overlapping log runs in a

P7Cs. Thefempirical shield

borehole known to intersect high concentratio
correction factors are:

o External Shield: 3.758
o Internal Shield: 27.42
o Both Shields: 96.4

N

Each SGLS workbook includes a worksheet for analysis of HRLS(data. eparate Excel
workbook has been developed for independent analysis of HRL%.
o

A
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Table 4-8. Guidelines for HRLS Spectral Analysis

Discussion

Usually only the *’Cs peak is identified if low dead time.

System gain drift causes energy calibration to be out of 3-keV
tolerance. Requires new energy calibration for affected spectra.

Seemingly legitimate peaks typically are single or double sum
peaks. Library should be checked to determine validity. Delete
if appropriate.

High
radionuclide

In zones of high concentrations of '*'Cs the spectra become
distorted by pulse pileup and an elevated Compton continuum
that cause multiple low energy peaks to be identified. These

peaks generally can be deleted. Adding a shield is

ecommended where dead time exceeds 30 %.

Confirmation Eeak§

Unlikely in a typical spectrum except for ®°Co (1173- and 1333-
keV peaks).

4.3 Neutron Moistélto ing System (NMLS)

The neutron moisture log primarily responds to moisture present in the surrounding

formation. In general, an increasggfftotal peutron counts reflects an increase in moisture
content. Calibration functiong#fire availgble for 6-in. and 8-in. boreholes. However, the

NMLS is strongly affected by bore
calculate moisture content whe

& 1n.

4.3.1 Verification

¢ diameter, gg-the analyst should not attempt to
orehole diamefer is significantly different from 6 in. or
ad
e “

Verification measurements are collected b€fore and after each day’s logging event to

evaluate system operating performance.

4.3.2 NMLS Data Processing

This file can be opened by Excel, where depth can be extracted
gross count rate can be calculated. When appropriate, the ¢

P

the sample ID and
#bration function can be

parameters for NMLS data analysis.

~

4.4 Radionuclide Assessment System (RAS)

applied to calculate moisture content. Table 4-9 lists recommende}S@ar
!

4.4.1 Verification

A

Verification measurements are collected before and after each day’s loggirfg event to
assess system performance. Evaluation of verification measurements for the RAS is

DOE/Grand Junction Office
January 2003
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complicated by the fact that many of the areas in which the RAS operates have higher
than normal levels of ambient radioactivity.

.2 RAS Data Processing

of data with Aptec Supervisor is not necessary because the logging system
utput is in comma-separated-value (*.csv) text files that can be readily imported
into Excel wodébooks. Although spectra are collected and stored, they are not normally
analyzed.

443 A sis - Comparison of Data from Separate Logging Events

The RAS was glﬁﬁed a relatively simple logging system to detect changes in pre-
existing areas of contagfnation. Because contaminant identification and concentration

are known frem the baseline data, it is not necessary that the RAS be able to identify and
quantify contaminants. The RAS collects and stores 256 channel spectra in *.CHN
format; these are gener?!y’n\ot aalyzed. During logging operations, the RAS software
accumulates counts in dight cogfiguous energy windows. Window ranges were selected
to detect natural radieguclige$ and to maximize sensitivity to man-made radionuclides.
Table 4-10 shows the RAS windows 1f terms of both energy and channel number.

An Excel workbook is maintaﬂé; eg€h borehole subject to RAS monitoring.
Window counts and gross counts figffi successive Jog runs are imported into the
workbook. Decay corrections as€ made as need€d and the data from each log run are
plotted as a function of depth. Evaluati(y RAS data is performed primarily by visual
comparison of window count rates or tofal count ratg as a function of time. Contaminant
migration is indicated by an anomaloudincrease in activity at several contiguous points,
an increase in the extent of a contaminant intg#¥al, 8f downward movement of the
contaminated interval. When contaminan#levels at a point are observed to increase
between log runs, it is necessary to determine if the | asg is significant, or simply a
manifestation of the normal statistical error associﬁed withgtadioactive decay. Appendix

E provides a discussion of the statistical basis for determgfling when agsignificant
difference in count rates exists. /
/

(
~ )
e
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Table 4-9. Aptec Supervisor Parameters for Processing NMLS Spectra

Parameter

Recommended

Value

Title

Based on borehole number

Source

Spectrum File (only available option)

eset Heade
Embed H er into Job

Not used

EffiCiency

Embedded Calculations

Energy

Resolutioga”™ )

Not used

Job I§nvironment
Recycle

Not available

ROI Propﬁﬁs

Sample

Quantity

Password

Not used

Run Sequence

Instructions

Setup App ya

S Nol)used

Link at Run Time (4

/

Use Sample/Quantity Info

Use Efficiency Calibrati

/

Use Energy Calibration

Use Resolution Calibration

Use ROIs

»
No)ed (Select “From This Job”)

Do Collection

View While Collecting Nojatfailable

Search Not used z

Multifit Not used / i

Identify Not USQV -

Bkgnd Subtract Not used /-)
Quantify

Print Listing Not used

Print Report Not used \
Save f 4 /

Spectrum Name

Aptec always uses the name gf'the spectrum file

Save Spectrum

Save Listing

Not used

Save CSV Listing

Save Process Report

Append QA/QC Info

v" Execute Setup. Under “Include,” s
Time,” “Live Time” and “Gross co
under “Include for each ROI.”

ct “Sample ID,” “True
.” Do not select any boxes

- \

Final App

Not used

2 ]

When Done

Select either “Exit” or “Wait”, depending on requirements. “Exit” terminates;th(program and
“Wait” allows the analyst to change parameters and make another run.

)

—

A
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Table 4-10.

RAS Energy Windows

RAS Detector Channel Numbers
Energy Range, keV # Large (L) Medium (M) Small (S)
0-570 1 0-50 0-51 0-51
o 570-740 2 51-64 52 - 66 52 - 66
740 — 940 3 65-82 67-83 67-83
940 — 1060 4 83-92 84-93 84-93
1060 — 1390 5 93 —121 94 - 121 94 -121
213901600 6 122 -139 122 - 138 122 — 138
1600 — 2400 7 140 — 209 139 — 202 139 — 202
2400 — 2800 8 210 — 255 203 — 255 203 — 255

N

(
~

e )
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5.0 Shape Factor Analysis

This segi#On will be prepared and implemented at a later date.

d

> 2

-

O
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6.0 Log Plotting and Reporting

SigmaPl% prog#am from SPSS, provides capabilities for plotting analysis results from the
geophys¥al logging” It should be noted that any scientific graphing program can be used for this
step, but the ect currently uses SigmaPlot 8.0 for consistency and continuity with data
presentation’in Hanfor. @Farms Vadose Zone Characterization Project documents.

SigmaPlot is used tgfgeneratgllog plots of radionuclide concentrations, percent dead time,
percent moisture, and neuttdn counts or gamma-ray counts versus borehole depth. For details
about the operatio igmaPlot, users should consult the program’s user’s manual or help files.

After radionuclide concentrﬁl; or pther quantities are derived from corrected log data, the

quantities are imported to SlgmaP from the log data worksheet within the Excel spreadsheet

for the borehole. Data are ed into a gpreadsheet work area within SigmaPlot. SigmaPlot

is organized in a workbook fashy one or more sections each containing a data worksheet
plots

and one or more graph pages. Eachgffaph page may contain several graphs, with multiple plots
on each graph. A standard suite een pre-defined based upon commonly encountered
radionuclides. These plots will be gengfated for any a 1mported into the SigmaPlot notebook
template. The template ensures conSistency P}es tation of results from borehole to borehole.

Additional plots may be necessary to fully d rehole conditions and their selection is at
the discretion of the analyst.

Examples of the various plots are provided as 1de to proper format and presentation. Figure
6-1 shows a typical gross gamma and dead time plot. Figure 6-2 shows a typical natural (KUT)
plot. Figure 6-3 shows a typical man-made radionuclichn ration plot. Figure 6-4 shows a

typical combination plot, and Figure 6-5 shows a typidal repe

the analyst is free
, there should be an
overlap of at least 10 ft in the depth range between successive log

The order of the tracks on the combination plot should be consistent. T, efe are 3 total of six
graphs or tracks available. The first track should show man-made confaminantflata. The second,
third, and fourth tracks are reserved for natural radionuclide (KUT) data, andthe fifth track
should show total gamma data. The content of the sixth track may vary depending upop data
availability. Examples of data that can be plotted in the sixth track are neutronﬁi time

historical logs, and sample results. -
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299-E33-58 (A6866)
Natural Gamma Logs
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299-E33-58 (A6866)

Man-Made Radionuclide Concentrations
%7 Cs (662 keV)

=~ —
Q ©
O
< g
_E ~
Q_ e
3 o
a a
i
|
|
I
| |
| |
T T
B
130 L ‘ _jr_ ] L __1 130
T s T 157
| [ S . Cs (SGLS) i
} o : = "Cs MDL (SGLS)
140 777777‘77%:77,,,, + Cs(HRLS) 1 140
| ) | o 137 N
‘I | Cs MDL (HRLS)
150 ______}______: _____ : _____ }_ ____:_ _____ L 150
L | | | | | i
| | | | |
160 | II\IHI} | I\IHHI | \IIHIII | II\HH} | HIHHI LI 80
1072 107 100 10' 107 109 10
pCifg
Figure 6-3. A Typical Man-Made Radionuclide Concentration Plot

DOE/Grand Junction Office
January 2003

Data Analysis Manual, Rev. 0
Page 6-4



0

80

108

102 109 100
cps (log)

102

10

8
|
o _
£ EE
= A z
T
ho) M g
o B |7
0] P
()] — &
[
_0 =
L
o
Y 2
— [aN1]
] T c
o £ <
— _m o8
o 28
o
o m\ra
= S
© Q2 7]
c e
3 3 e |
[{e] s
g ¢ -
- |w
h =
S :
m i [=]
© T
~
>
QO -
© X1t Rt =
O 2
©
g ~ 5W
" “ o
B 7
[+2]
o i “
i k3
© M,
_._.h & .
o o @
[{e] = _|
N 5 w0
N = ”
X _ | i
<+ |
- no Ly s
[ [ [ 4 -
_ E 9 o
-t Fo 2L 42
| §E 58
7] Jp— o, )
(&) | [ R = 2
B L =4
—— 2
|
_ S

0
10

y o

120

Combination Plot

4. A Typi

Data Analysis Manual, Rev. 0

DOE/Grand Junction Office

January 2003

Page 6-5



299-E33-14 (A4841)
Rerun of Natural Gamma Logs
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The colors, symbols, and line weights shown on the example plots should be considered as
guides. Becayse individual logs and supporting plots may address a wide range of conditions

colors and symbolssuch that the plots can be distinguished on a black and white copy.

6.2 Lo% Report

The Log D eport serves as a companion to the log plots and provides supplemental
information necessa logjevaluation. The Log Data Report describes borehole conditions
and logging operatifns, inclyding pertinent notes and observations from field personnel, and
documents assumptions,made during the data analysis process. It also provides a summary of log
results and interprefations. The main sections of a Log Data Report with their contents are listed

below: /‘

e Borehole Informatjon
o Well Name (Well ID) -

o Name of nearest wast

o Washington Statemoo inates in meters (BHI' atlas or from HWIS?)

o Groundwater level measyftd from the/tgp of casing (TOC) and the date of the
measurement

o Date borehole was drilled /

o TOC elevation in feet (from IS)

o Total depth of the hole relast@e to the TOC

o Method of drilling )

e Casing Information

o Casing type (usually either steel welde@re ed)
Stickup of casing (feet) from ground surface
Outside and inside diameter of the cas

Casing thickness (inches)
Top and bottom of each casing string /

O O O O

e Borehole Notes
o Any pertinent borehole information with the source -

e Logging Equipment Information
Logging System \A

O

Type /‘ )
Calibration date and reference
Logging Procedure -

O O O

' BHI — Bechtel Hanford, Inc.
2 HWIS — Hanford Well Information System

DOE/Grand Junction Office Data Analysis Manual, Rev. 0
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e Log Run Information
Date, depth range, and file names for each log run

Loggings®peration Notes
Any pertinent data and observations related to the logging operation

Analysis Neétes
o aly
A;te
a Analysis Manual Reference
aragraph discussing the pre-run and post-run verification spectra.
Brief g#€Cussign of data processing. Reference Excel worksheet and calibration
date.( Incl pecific reference to the casing thickness and borehole diameter

used to calculate casing and water correction factors. (For dual casing, the
thicknicss used is the sum of the individual thickness measurements.)

Log Plot Notes /

Results and Interpretations -
o Brief description of thgAffistribgition of man-made radionuclides
o Paragraph descritﬁ%gls( log and any apparent stratigraphic markers
o Comparison of the currggflogging e\yto any previous logging event(s) (if

applicable)
o Recommendations for additi(yﬂ(éing or other investigations
-
e References N

-~
An example Log Data Report is included as F@. The Log Data Report is saved as a
Microsoft Word (*.DOC) file in the working directory fgethe berehole and accompanies the
processed data. The Log Data Report and log plots ar€ printedfo an Adobe Acrobat (*.PDF)
file, which constitutes the electronic deliverable.
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Grand Juncrion Office entablihed 1959

299-E33-41 (A4867)

/ Log Data Report
BWﬁon:

Borehole: 29;E33—41 (A4867) | Site: 216 B-7A and B Crib
Coordinat: A St Blane) GWL' (ft): 256.9 GWL Date: 05/02
No ast Drill Date TOC? Elevation Total Depth (ft) Type
137369.94 m 3707.19 m 03/91 658.25 ft 263 cable tool

Casing Informatioy‘\)

Outer Inside
Diameter  Diameter Thickness
Casing Type Stickup (f \(in.) (in.) (in.) Top (ft) Bottom (ft)
stainless steel (ss) 3.4 $.625 6.375 0.125 0 unknown
ss 0.9 N/A® 4 0.125 0.9 244.9
ss #10 slotted screen None N/A 4 0.125 244.9 261.0
~~ -

Borehole Notes:

The casing depth information provided above isg€rived from Sungnaries of Well Construction Data and Field
Observations for Existing 200-East Aggre Operable Unit @€source Protection Wells (Ledgerwood 1992).
Stoller personnel measured the 6-in. casing wall thicknes a?he outside diameter; the inside diameter is
calculated. The casing thickness is estimated at 0.1234ff. fof both the 4-in. ID casing and the slotted screen.
Groundwater level is derived from Stoller measuremgnts from the {op of the 6-in. casing at the time of logging.
Coordinates and TOC elevation are derived from

IS". )
Logging Equipment Information: /

Logging System: Gamma 1D ’l ; SGLS (35%)
Calibration Date: 07/01 Calibration Reference: GJO#001-243-TAR
| Logging Procedure? -HGLP 1.6, ev.0

Spectral Gamma Logging System (SGLS) Log Run Infor

Log Run 1 2 3
Date 05/28/02 05/29/02 05/30/02
Logging Engineer | Spatz Spatz Spatz
Start Depth 60.0 266.0 170.0
Finish Depth 140.0 169.0 139.0
Count Time (sec) | 200 200 200
Live/Real R R R )
Shield (Y/N) N N N
MSA Interval (ft) 1.0 1.0 1.0
ft/min n/a n/a n/a n/a i
Pre-Verification ADO01CAB | AD002CAB ADOO3CAB ADOO3CAB
Figure 6-6. Sample Log Data Report
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Log Run 1 2 3 4 repeat
Start File AD001000 AD002000 AD003000 A003032
Finish File AD001080 AD002097 AD003031 A003058
Post-Vegjji€ation | ADO01CAA | AD002CAA ADOO03CAA AO003CAA
Logging Opexsftion Notes:
S amma logging was performed in this borehole during May 2002 on three separate days. Logging

measurements are refefenced to the top of the 6-in. casing and were started at 60 ft in depth. The interval above 60
ft was not logged aecause pf the relatively large borehole diameter and thick annular grout. Logging began at 60 ft
to locate tw detgfted in previous logging events. Data were collected at 1-ft depth increments at 200-s
counting tifhes. A da

performance.

Analysis Notes: /‘\)

| Analyst: | H@nwogd | Date: |

Pre-run and post-run verifications logging system were performed for each day’s log event. The acceptance
criteria were met for the verificatfon data. Post-run verifications were used for the energy and resolution calibration
necessary to process the data.

epeat section was collected between 69.0 and 95.0 ft to measure logging system

07/26/02 | Reference: | |

A casing correction for 0.125-in.-thick casing is afplied for the 5-in. stainless-steel casing and screen. A water
correction is applied to data from 257 ft to t 1 degth of the borehole.

Each spectrum collected during a log run was prgg€Ssed in batch mode using APTEC Supervisor to identify
individual energy peaks and determine countg#ffes. Concentratjgfls were calculated with an Excel worksheet
template identified as G1DJul01.xls using &n efficiency functign and corrections for casing, and water as
appropriate; no dead time corrections were necessary. %11 peak at 609 keV was used to determine the
naturally occurring ***U concentrations rather than tH€ *'*Bi peak at 1764 keV. The 609-keV energy peak exhibited
slightly better count rates than the 1764-keV peak/ -

Natural and processed ***U are quantified independent! atural *U is assessed from net spectral peak count rates
for gamma rays associated with *'*Bi, a short-lived decay product of ***U. Typically, the 609- or 1764-keV gamma-
ray peaks are used. These assays will yield accurate ***U concentragje®® only if *'*Bi is in secular equilibrium with
3%U. Considering the half-lives of the intervening members in th€ decay chdlin, a time period on the order of a
million years is required for 2'*Bi to reach secular equilibrium with ***U. Jherefore, activity of *'*Bi is assumed to
be equivalent to natural uranium, which is presumed to have b #urbed over ogic time. In some cases,
this equilibrium may be perturbed by the deposition of '*Bi as a short-term dau of 222Rn (a highly mobile gas
and also a member of the 2**U decay series), which may accumulate in bore dissipates, however,
1Bi activity will decline to levels representative of the >**U concentrati

Chemical separation and processing of uranium involves the removal of impuri€€, including the ***U decay
products. After uranium has been purified, the longer lived decay products #flild up ve owl and no gamma
activity from *'*Bi is detected in processed >*U. Processed >**U is quantified from ngt count rafes for gamma rays
(usually 1001 keV) associated with 2*™Pa, a short-term decay product that reaches ? cular eq

within a brief time. The yield of the 1001-keV gamma ray is so low that the spectral p\:;ak i

background concentrations.

)

25U decay is accompanied by emission of a 185.7-keV gamma ray. Because **°U represents gffty about 0,
natural uranium, the overall intensity of this gamma ray in natural uranium is low, and the spectral pe
observed at typical background concentrations. When *°U is present in anomalous concentation
processed uranium, the 185.7-keV gamma ray can be used for quantification. There is a potenys

for interference by

Figure 6-6. Sample Log Data Report
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the 186.1-keV gamma ray of *°Ra, a long-term decay product of ***U, but the intensity of this gamma ray is
generally too weak to affect the **°U assay.

-
Separate log plots are provided for the man-made radionuclides (processed uranium [*°U and >**U]) detected in the

borehole, naty, occurrjhg radionuclides (40K, B8y, 22Th [KUT]), a combination of man-made, KUT, total
gamma angsfiead time, gfd a repeat section plot. For each radionuclide, the energy value of the spectral peak used
for quantification iggfidicated. Unless otherwise noted, all radionuclides are plotted in picocuries per gram (pCi/g).
The open circl dicate the minimum detectable level (MDL) for each radionuclide. Error bars on each plot
represent error associated ygth counting statistics only and do not include errors associated with the inverse
efficiency function, deagime (ﬁction, casing corrections, or water corrections. These errors are discussed in the
calibration report. A separate log#plot is provided that compares the Westinghouse Hanford Company (WHC)
Radionuclide Logging Systegn (RLS) data collected in 1991 and 1997 with the current SGLS log data.

Results and Interpretatimy‘

Processed uranium was detected betweg@#78 and 92 ft and from 118 to 243 ft in depth. In the upper interval the
maximum ***U concentration m about 18 p&i/g at 88 ft. In the lower interval the maximum concentrations
measured for **°U and ***U were about 35 and 675 pCi/g, respectively, at a depth of 239 ft. Other ***U
concentration peaks occur at 123 ft (41 %183 ft B3 pCi/g), 201 ft (116 pCi/g), 223 ft (247 pCi/g), and 230 ft
(462 pCi/g). Between 78 and 180 ft in @€pth, wherggfie measured **U and **U concentrations are near their
respective MDLs of about 10 and 0.5 pCi/g, bog#fadionculides not have been detected at a depth interval.
However, both isotopes probably exist wheggone or the other %/ected because they are chemically the same, but
one may be just below its MDL. /

The KUT concentrations appear to be influenced by tghe well completion materials and are probably not useful for
stratigraphic correlations between boreholes. Forékample, Ledgerwopd (1992) indicates 8-20 mesh bentonite
crumbles were emplaced to about 173 ft, where the 401;@/&6;&16 %0 and *Th concentrations decrease. A
bentonite slurry was introduced from 173 to 240 ft andds€ntonite crumbles were emplaced from 240 to 243 ft, where
the KUT logs show increases. Below 243 ft a silica sand pack was placed just above and adjacent to the stainless
steel screen that was set to 261 ft.

2002. The comparison suggests an influx of processed uranium'y e area of the g#rehole from about 155 to 220
ft and increased concentrations between 220 and 240 ft occurred between 1991 1997. WHC reported that '*°Sb
was also detected throughout the borehole in 1991; this radionuclide had d
in 1997. The 1991 logging event was conducted before well completiq,
borehole. The SGLS log data show good agreement with the 1997 data and sug
contamination has occurred in the area since 1997.

at no movement of
=N
Repeat log sections show good repeatability for depth and radionuclide concentratioﬁ, suggestjhg the logging

system was operating properly.

It is recommended repeat logs be collected in this borehole at least twice per year as part of a borehole 1]10nitoring

program. /.

A

Figure 6-6. Sample Log Data Report
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References:

Ledgerwood,

Aggrega
Han

'GWE - groundwateuevel
> TOC — top of casing
? n/a — not applig#Ble

K., 1992. Summaries of Well Construction Data and Field Observations for Existing 200-East
rea Operable Unit Resource Protection Wells, Draft WHC-SD-ER-T12EAA, Rev. 0, Westinghouse
Company, Richland, Washington.

* HWIS — ord Wellghformation System

Figure 6-6. Sample Log Data Report

DOE/Grand Junction Office
January 2003

Data Analysis Manual, Rev. 0
Page 6-12



7.0 Preparation of Input Files for Visualization Software

Data vi 1zat10n as it is applied to the Hanford 200 Areas Spectral Gamma Vadose Zone
oject, refers to the interpolation of the analyzed contaminant concentration
e three-dimensional space that constitutes the vadose zone at a particular waste

nant plumis and are presented in the waste site reports.

The moc{eli‘fﬁ.&wa used to create the visualizations is Environmental Visualization System
(EVS) frefh C Techdevelopment Corporation. This software incorporates sophisticated three-
dimensional vgpfOgraphy and kriging under the control of an expert system and a Windows
graphical us€r interface with a three-dimensional graphics application. EVS provides total
control of generatio{rﬂR r\eﬁering of the contaminant plume distribution.

Input for the £ VS@re consists of “chemistry” files (*.CSV), which contain the radionuclide
concentration data from the SigmaPlot files of interest in the area of investigation. The EVS
software dictates the forma‘ﬁ[ﬁes chemistry files. Isotopes detected in minimal occurrences
are not usually modeled. Séveral different radionuclides can be contained in a single *.CSV file
or each radionuclide can parate file (*.CSV). “Chemistry” files must be in ASCII
format. Values within a line can be delimifed by commas, spaces, or tabs. They must have a
.CSV suffix to be selected in the filg#Fowserg of EVS modules. The table shown below lists part
of a “chemistry” file.

East North Depth 185 427 61 1001 A 1332 1408 BHN TOC

-1
3000 7 / 7
1881455 4504313 2.5 0.278965%0 E3321 6712

0 0 0 0 0
1881455 4504313 3 0 0 0.55 0 0o ~* 0 0 E33-21 6712
1881455 4504313 3.5 0 0 1.588 0 ) 0 0 E33-21  671.2
1881455 450431.3 4 0 0 9.833512 0 0 0 0 E33-21 6712
1881455 4504313 4.5 0 0 38.28018 0, 0 0 0 E33-21 6712
1881455 450431.3 5.01 0 0 47.92772 0 0 0 0 E33-21 6712
1881455 450431.3 5.51 0 0 64.48738 0 0 0 E33-21  671.2
1881455 450431.3 6.01 0 0 84.2319 0 0 ( 0 0 E33-21 6712
1881455 450431.3 6.51 0 0 80.43488 0 0 0 0 E33-21  671.2
1881455 450431.3 7 0 0 46.67238 0 0 0 E33-21 6712
1881455 4504313 7.5 0 0 49.02033 0 0 E33-21 6712
1881455 450431.3 8 0 0 51.30629 0 0 0 671.2
1881455 4504313 8.5 0 0 60.72911 0 0 0 671.2
1881455 450431.3 9.01 0 0 104.6118 0 0 0 671.2
1881455 450431.3 9.51 0 0 209.8436 0 0 671.2
1881455 450431.3 10 0 0 24758 0 0 0 671.2
1881455 450431.3 10.5 0 0 486.0253 0 0 0 671.2
1881455 450431.3 11 0 0 461.7599 0 0 0 671.2

0 0 736.9611 0 0 0 671.2

1881455 450431.3 11.5

The first three lines in the file describe the dataset and subsequent lih@ in the subsurface
data. Line 1 contains header information. Line 2 is a flag to identify the type of Z coorjlinate
system that is used. In the example dataset, -1 or (-1.0) indicates log depths argfeing use
elevations are used, then line 2 would contain a 1 or (1.0). The first integer in Line 3 4
number of data points to follow. The second integer on line 3 is the number of ragénuclides per
depth. Line 4 is the first line of the sample data. Line 4 must follow a set form#t: x,y, z, values,
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borehole name, and reference elevation. Additional details on the EVS file formats can be found
in the EVS reference manuals.

The radionuclide concentration data that constitute the SGLS and HRLS data plotted in
SigmaPlotyhced in the “chemistry” file that defined the position in space of each data

sample pogff and thegiuclide-specific concentration for that point. These data files are revised to
create an "Inte d Data Set," and the visualizations are based on these revisions. The
revisions cop#fSt of removing radionuclide concentrations that are not considered to be
representative of act;?bform tion concentrations and by averaging the data over a 2.5-ft sample
interval. This reducgs the totgl number of data points in the “interpreted data set” and provides a
better balance between}he vertical and horizontal distributions of data points.

The kriging algorithms in EV; thg twenty closest points to estimate concentration. When the
data are not averaged, all 2(points gfe likely to come from the same borehole, because the data
density along the borehole axis iggfiuch greater than the spatial distribution of boreholes. With
fewer data points in each b ole, the kriging algorithm will tend to search over a wider area

and is more likely to “find” data yonal boreholes.
This "interpreted data set" reflects inte ations of the distribution and nature of occurrence of

the contaminants based on overall eygg€rience and fafiliarity with SGLS logs. The log plots
show the distribution of all contamination czlyew the logging system, but any values judged
to be not representative of in-situ contamina#fon conditions are removed from the interpreted
data set. Conditions under which contamigafion might B2 removed from the interpreted data set
include contamination resulting from dragdown dyst ling, contamination on the inside or
outside of the casing, and contaminated materﬁay have accumulated at the bottom of the
borehole. Occurrences of *’Cs and ’Co (regardless of thg.concentrations) generally are not
deleted when they appear to be laterally correlatable bgfcholes, jor when they are continuous at
depth with no evidence of contamination higher in the borehgJ€. Finally, the edited data set or
"interpreted data set” differs from log data in that loggi ¢ eliminated and SGLS
and HRLS data are combined.

Structures depicted in the visualization are rendered within ding files. These
model files are ASCII files. They must have a *. BLDG suffix to bgselected by the EVS
buildings module file browser. Additional details on the EVS b#fldings cagsbe found in the EVS
reference manuals. (

EVS provides many options for data presentation described in the E P‘S.séft are manual.
Retaining the network of EV.S module in an application file preserves the steps ta i\ creatj g
a particular visualization. EVS application files have a *.V suffix.

N~
EVS provides many options for data presentation described in the EVS software gfinual. Upon
completion of a particular visualization in EVS, the image is saved as a *. BMP file, normally
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with 1280x960 resolution. The *.BMP file is imported into other graphics software such as
Adobe Illustrgtor, for annotation. Axes and the depth scale are labeled and north arrow

visualizations (e.ge different isolevel, different viewpoint, etc.) are requested.

.
O
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8.0 Verification Tests of Microsoft® Excel Calculations
Used for Log Data Reduction

8.1 Intr ction

Associated with a€¢amma-ray-emitting radionuclide in the subsurface are fluxes of gamma rays
with charactegstic engrgies. For example, “°Co is a source of gamma rays with energies

1173.2 km 3325 keV. If a sufficient number of gamma rays with a characteristic energy
impinge upon thgfcamma-ray detector, the recorded spectrum will have a full energy peak, which
represents awlevated count rate at the pulse height corresponding to the characteristic energy.
The concentration o?fe'gam a-ray source is proportional to the intensity of the full energy
peak.

Spectra are analyzﬁ'v%h a spectrum analysis program named PCMCA/WIN (Version 6.3.1,
Release 13, Aptec Engineeri d.! ]North Tonawanda, New York). With PCMCA/WIN, a
spectrum is energy-calibratéd®, thenfull energy peaks are identified, the associated gamma-ray
energies are calculated, and the intensities, in counts per second, are calculated. The

gamma-ray energy is the basis for the idertification of the source radionuclide, and the peak
intensity is the basis for the deterw of the radionuclide concentration.

If P, represents the intensity of a full egefgy peak, iryunts per second, the concentration, C,, of
the source radionuclide is calculateddby P

XI(E)x P, x K X K o3y x K|,

c - 27.027

a

- Eq. 8-1

-

Table 8-1 displays descriptions of the symbols and their units.

Table 8-1. Symbols and Units for Quafitities Usgd in Calculations

Symbol Description N Unit
conversion factor . .
27.027 27.027 picocuries = 1 decay per second PIZpEurics per ldecay per second
Y gamma-ray yield gamwys per decay
. N . (gamma per second per gram) per

1I(E) logging system calibration function (count per second)

E gamma-ray energy kilosetectrqn-volts’

P, full energy peak intensity gounts peglsecond
Kpr dead time correction ! (nghe)

K¢ correction for the casing in the borehole Q none)

Ky correction for water in the borehole (if present) (none

K correction for shielding (if present) (no,

A\

! Aptec NRC and its subsidiaries merged with Canberra Industries, Incorporated, in January 2
2 This determines the relationship between pulse height (or MCA channel number) and gamma-ray energy.
3 A kilo-electron-volt is 1,000 electron volts; an electron volt is 1.60 x 107" joules.
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When the indjcated units are used, the radionuclide “concentration” (actually, decay rate per unit
' essed in picocuries® per gram.

depends on the diameter of the borehole.

The deaj)'déc:rre on, Kpr, is independent of the gamma-ray energy, but is a function of the
system dead tim

This section of the DWna‘ sis Manual documents the verification of the calculations used to
determine radionuclfide concghtrations from peak intensity values provided by PCMCA/WIN.
The verification was pérformed according to instructions in QA Instruction 6.2, “Computer
Program Software ng,” of the Grand Junction Office Quality Assurance Manual (GJO 1).

The verification does not ag@; cgfculations performed by PCMCA/WIN.
8.2 Hardware and Software -

The concentration calculations, agd associatgl calculations, such as the casing correction

determination, are programmed in a Mjg#8soft® Exf?preadsheet. The following hardware and
software were used for the verificatigh demonstratiofi.

/
Computer \// PN

Gateway, system model E-4650, 1794—MIW X%aFamily 15 Model 1 processor.
U.S. DOE property number S19473.

Operating System

Microsoft® Windows XP Professional, version 5.

Spreadsheet Program /

Microsoft® Excel 2000, Product ID 50627-700-1143417-0204&.

( -
— )
/.

* A curie is a decay rate of 3.7 x 10'* decays per second; a picocurie is 10" of a curie.
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8.3 Overview of Calculations

8.3.1 a Acquisition and Processing Overview

Thi§ section pge€ents a broad overview of the data acquisition and processing. These topics are
discussed gfgreater depth in other sections of this Data Analysis Manual.

During logging, e#€h spectrum is recorded on the hard disk of the computer that controls
logging. W e logging is finished, the spectra are transferred to a transportable medium,
such as zjgdisk. T

The analyst uses theftw CAJWIN program to identify full energy peaks and determine the
energy, intensity, intensityngficertainty, and minimum detectable activity associated with each
peak. An identifyfeatuge in PCMCA/WIN compares the energies to entries in a library energy
file to determine the gamma-ray sources. Example 1 displays part of a PCMCA/WIN output file
for a spectrum named A006 S0’

s

> A logging system named Gamma 1D recorded the spectrum while logging the Hanford borehole 299-E33-02 on
December 14, 2001.
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Example 1. Part of a Typical PCMCA/WIN Output File
Aptec PCMCA/WIN Spectrum

/ Aug/27/2002 3:49:20PM
EADER INFORMATION in A0069052.S0 Imported from Ortec

(.

Acquisition
: Started: Jan/7/1902 1:30:44 PM°
MCArd: 2’ Stopped: Jan/7/1902 1:34:04 PM
Detector: True Time: 200.000 sec
Geo : Live Time: 146.540 sec
ple: 2994 33-2 55.51 Dead Time: 26.73 %
hannelgg#096 Gross Count: 2586432 counts

Gross Rate: 17650 cps

Sample / J

Energy. Calibgtion Jan/24/2002 12:58:16PM A0O069CAA
Resoluti ibration Jan/24/2002 12:58:47PM AO069CAA.SO
Isotope Library X;\L?ANA 2\SGLS.LIB Aug/30/2001 9:32:30AM

ACTIVITY INFORMATION wi DA's for A0069052.S0 Imported from Ortec

Name Energy Activity7l Error MDA?®
keV Flag cp ):ps

Cs-37 661.66 m 3% 3.19% 2.350

Eu-154 127444 s 0.#035 + 35.69( 0.2448

K-40 1460.83 s 0.9810 68{% 0.1739

Th-232 261453 * 0.1290 + 50664% 0.06442
U-238 609.31 *? -0.5506 + 2000.00% .013
U-238 1764.49 s 0.08642  +58.96% 0.09330

Errors Quoted at 2 Sigma
MDA's Quoted at 1.645 Sigma

-
Th-232 583.19 *? -0.0863 + 2000 %) 3.150

Several simple programs (Loganal2, SGLSoffline, RDFCAL)#Cad the spgéfral files and the
PCMCA/WIN output files, organize peak intensity and other data fogsPecific gamma rays, and
write a set of output files, one for each gamma ray. Table 8-2 djgfflays data from part of an
output file for the 661.6-keV gamma ray of *’Cs. These data were extradfed from spectra that
were recorded by a system named Gamma 1D, while logging the Hanérd borghole named
299-E33-02 on December 14, 2001. Note that the last spectrum in Table 8-@’corresponds to the
output file in Example 1. )

~

A

® Acquisition dates are incorrect because the data acquisition program is not Y2K compliant.
7 «Activity” is the Aptec Engineering term for peak intensity.
¥ “MDA” is the minimum detectable activity.
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Table 8-2. Example of Compiled Data for the 661.6-keV '*’Cs Gamma Ray
Peak Intensity

Depth Dead Time Peak Intensity Uncertainty
(feet) (percent) | (counts per second) (percent)
46.5 0.64 0.06 186.73
47.5 0.45 0.01 2000
48.5 0.8 0.05 228.14
49.5 1.07 2.27 15.91
A0069047. SO 50.5 8.94 95.71 6.57
A0069048 5 31.52 614.1 2.92
A0069049. SO 2.5 30.49 644.8 297
A0069050.? 53.5 25.38 550.2 3.07
A0069051. S0 54 \ 2542 552.8 2.72
A0069052. SO 51 26.73 633.6 3.19

Loganal?, SGLSoMnd RDFCAL do not perform calculations, they simply retrieve and
organize data from spectrum files and PCMCA/WIN output files. These programs do not require
verification testing. Proper @rogramjbperation easily is confirmed by comparing the outputs with
the PCMCA/WIN outputs. For exgfiple, the PCMCA/WIN output in Example 1 showed an
activity (peak intensity) o "0 cps £ 3.19 percent for the peak associated with the 661.6-keV
gamma ray of °'Cs in spectrum WSZS . This exactly agrees with the corresponding

Loganal? output for that gamma-rg¢¥peak inghat spectrum (Table 8-2, last row).

8.3.2 Radionuclide Concentra¢ion Calculaﬂ(ons

As indicated in Section 8.1, the concentrati((Ca, of a radionuclide is calculated with Equation
8-1. This section discusses the various teg§ in Equati6h ?—1.

Conversion factor 27.027

This factor is used in the conversion from radioactive ﬁ;s p
3.7 x 10" decays per second, by definition, and a picocurie i
picocurie is 3.7 x 107 decays per second, and a deca
Thus, 1 decay per second is equal to 27.027 picocuries.

second to picocuries. A curie is
12 .

0" “ curies, Therefore, a

econd is (3 10%)"! picocuries.

Gamma-ray yield, Y

Gamma-ray yields, usually expressed in gamma rays per 100 d€cays, are pmblished in
compilations of nuclear data. Data from two publications are used: Tgble of Isgtopes, Eighth
Edition, Volume I (Firestone 1996), and Table of Isotopes, Eighth Edition, Vglume II (Firestone
1999). The yield for the 661.6-keV *’Cs gamma ray is 85.1 gamma per 100 decays
(Firestone 1996); for calculations this yield is expressed as 0.851 gamma rays peisdecdy. Yiglds
for commonly encountered gamma peaks associated with naturally occurring ghd man-
radionuclides are included in Tables 4-4 and 4-5 (Section 4.0). N~
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Calibration function, /(E)

DOE (1999 determined that the calibration function can be expressed as

1(E) = (4 /8% In(E))*, Eq. 8-2

in E is the gamma-ray energy, expressed in kilo-electron-volts, and 4 and B are constants
with values particdtar to the unique combination of sonde and logging system. The logging
systems ?ﬁibrat d annually, and the recalibrations usually yield slightly revised values for
the calibgfion conggdnts. Values for A and B are provided with individual calibration
certificates.

Gamma-ray energyf \)

Like gamma-ray yjeldssenergies are published in compilations of nuclear data. Energies
published in Firestone (1996) and Firestone (1999) are used. Energy values for commonly
encountered gamma peaks ciated with naturally occurring and man-made radionuclides are
included in Tables 4-4 and 4-5 (Seg#fon 4.0).

Dead time correction, Kpr -

The dead time correction is a fur;Jof‘ thg/dead time, which is determined by the data

acquisition system and recorded in the g#ctrum file the PCMCA/WIN output file (see
Example 1). DOE (1995) showed ti#it the dead tim& correction is equal to 1.0 if the dead time is
10.5 percent or less, and the correction can b;ﬁp!ésed as

K, = ! A ; Eq. 8-3
DT_F+Gx(DT)xln(DT)+Hx(DT/ 45

if the percent dead time exceeds 10.5 percent. DT is tlﬁcen dead time and F, G, and H are
constants with values particular to the logging system.' Givenfdelow are values for the logging
systems currently in use.

Logging Unit Range F G H
SGLS Gamma 1A, 1B& 1D | >10.5 % 1.0080 -4.71 -5.73 E-7
SGLS Gamma 2A&2B 1.0322 -1. E-3 -1.89 E-7
RLS-1 >18 % 1.03 B8E-4 on \48E-7

(
—~

Calibration data are recorded “open hole,” (i.e., the instrument is in a test hole wi ut)casing or
liquid). However, all boreholes at Hanford were constructed with steel casing’gd‘?he

attenuation of gamma rays by casing reduces the spectral peak intensities inelatio
intensities that would have been measured in the absence of casing. Multiplyin

Casing correction, K¢

the
peak intensity
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by the casing correction (which is always larger than 1) yields a value corresponding to the
intensity that yould have been recorded if the borehole had no casing.

Koiz (2002) derived the following equation for the casing correction:

K. pAC+BC><E+C—;j. Eq. 8-4a

In Equa‘;io?ﬂ’a: E igithe gamma-ray energy, expressed in kilo-electron-volts, and A¢, B¢, and
C¢ are fa€tors thatafc linearly related to the wall thickness of the casing. If 7'is the casing wall
thickness, expge€sed in inches, the thickness-dependent factors are

A, =-0.022 + 14741 x \2 Eq. 8-4b

B, _117><1 = —~0,000213xT Eq. 8-4c

C. —172+3 32xT Eq. 8-4d
(Koizumi 2002).

) »
Water Correction, Ky

Calibration data are recorded wime:t n the test hole, but boreholes at Hanford may
contain water. When the instrument igsfhe borehole jg#fmmersed in water, gamma rays from the
formation are attenuated and the recbrded count rateg are lower than would have been the case if
water had been absent. Multiplying a peak Ms y by the water correction yields a value that
corresponds to the intensity that would havegbeen recorded without water.

Koizumi (2002) derived the following equatiowg water correction:
CW
K, =exp AW+BW><E+? . Eq. 8-5a

Equation 8-5a has the same form as Equation 8-4a. E is the gampé#*ray ener
kilo-electron-volts, and 4y, By, and Cy are factors that depe
thickness of the layer of water around the instrument depenfls on the

, expressed in
le diameter. (The
chole diameter.)

For this correction to be applicable, the instrument must be cenfered in thesborehole.

If D is the borehole diameter, expressed in inches, the diameter—dependﬁt fagfors are

)
A4, [1 406—%) / Eq.s,
N

0.00124

B, =-0.000307 +

Eq. 8-5¢
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D
c - Eq. 8-5d
" 0.168—0.0097 x D q

When a zone with4xtreme concentrations of contaminants is logged, the gamma-ray flux may be
so intense th insgrument dead time is excessive, or the system may even be incapable of
recordinggfSeful sp

Under such e@nditions, useful log data can sometimes be recorded with a tungsten pipe, or
shield, installed over}fe‘mst ment. When data are recorded with the shield installed, a
correction K,

By xIn(E)+Cy

K = exp(AS + , Eq. 8-6

must be applied to the pea sities befgre the radionuclide concentrations are calculated. £ is
the gamma-ray energy, expressed in kilae-electron-volts, and the parameters 45, Bs, and Cs have
constant values:

A= (5.888 + 0.028) x 10" 7

Bs=(56.9+1.2) x 10° //

Cs=(-31.9+6.8) x 10°.
Vg ~

Since the high rate logging system has been depl \ tkashield is rarely used to extend the
range of the SGLS, and shield corrections areg#0t included in the Excel/ worksheet. When the

shield is used, data will be processed separately.
8.3.3 Uncertainties in Calculated Radionuclide centratijons

an estimate of the

Each calculated radionuclide concentration value is accompanied
experimental uncertainty. When a borehole is logged at diffe
investigators distinguish changes in radionuclide concentrafions fro ncentration variations
that are mainly caused by normal fluctuations in full energy pea

The equation, i.e., Equation 8-1,

C - 27.027

a

XI(EYxP xK, . xK.xK, xK,
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the standard formula for propagation of uncertainties: If F' is a function of N independent
variables X;, X5, ... , Xy,

expression for the ragffionuclige concentration uncertainty:
2 2 2 2
UI(E O'KDTJ +(O‘ch +(O‘KW] +(O‘KS] |
KDT KC KW KS

All of the terms on the right 51de of#fie abovglequation, except one, are discarded on the
following grounds.

The gamma-ray yield uncertainty, oY, is a syste, cy uncertainty; for a particular gamma ray the
uncertainty assumes a constant value. /

Application Of the p?ga\tﬁn -of-uncertainties formula to Equation 8-1 yields the following

-
The uncertainties in the shield, casing, an\ﬁater Ms, oKs, oKc, and oKy, are also

systematic uncertainties; their values for a pari€lilar gamma ray energy do not change as long as
the casing thickness and borehole diameter remain unchanged.

For a specific energy, the uncertainty in the calibration functi
uncertainty.

, ol(E) is also a systematic

The uncertainty in the dead time correction is also a systematiggfhcertaint

Thus, for the assessment of the signals due to a particular gamma g 1n a particular borehole, the
sum of the six systematic uncertainties is a term that increases #€ relativggoncentration
uncertainties by a constant amount. This consistent increase in the ungertaintieg is unhelpful for
monitoring purposes (i.e., when a borehole is periodically re-logged t0 interrg€ate for
concentration changes) because the larger uncertainties make it har diStinguish a change in
concentration from a statistical fluctuation. For this reason, the systematic uncertgi tids are Jpft
out of the uncertainty determinations. /lé"

-
In summary, the expression for the concentration uncertainty is simplified to
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Eq. 8-7

ause PCMCA/WIN is a commercial program.
»

8.3.4 Minpsfim Detectable Level

The minimum defectable level (MDL) is the lowest concentration (activity) of a specific
radionuclideffor which detection is statistically defensible. PCMCA/WIN calculates minimum
detectable activity W’ bgsed on the background count level in the spectral region of interest.
The MDL is calculdted using Equation 8-1, and substituting the MDA for the peak count rate.
Verification of the@ calculation is not included because PCMCA/WIN is a commercial
program.

8.4 Verification Test Detail

8.4.1 Calibration Function

-
Figure 8-1 shows part of the “W(@:9 M the Excel file where values of /(E) are calculated.
The name of the worksheet is /(E), asgfdicated on ty'tab” at the bottom of the worksheet
(below column D). The calibration Tunction /(E) is ghown (see Equation 8-2), and values of the
calibration constants, 4 and B, for the particydflr Idgging system appear in cells D13 and D14.
(The 4 and B values can be replaced eas@?fter each system recalibration.)

/‘)

~

o

(
— )
e

? This is the Excel term for a section of the file that has 16,777,216 cells arranged in 65536 rows and 256 columns.
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B4 Microsoft Excel - E33-2.xls
J File Edit Wew Insert Farmat Tools Data Window Help

DeRY 2| a4 aEe
-

17 |Am-241 59.54 0.359
Eu-145 10831 021152
Pu-238 12930 6.3E-03
U-235 18572 0872
Mp-237 27 0.386
Pu-238 a7a.08  1.6E-05
Sn-126 414.50 0.86
Sh-125 42788 0.296
Th-232 58379 0301
-238 BO9.31 044701
Ru-106 621.93 0.09935
Cs-137 Fifi1 Gf 0.851
U-238p 1001.03  0.00837
Co-60 1173.24 0.9949
Eu-154 127444 035148
Co-60 133250 0.99982
EU-142 1408.01 0.2087
k-40 146082 01087
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35 |U-238 1764.48 015357
36 |Th-232 261453 035341
iE! surmar {OTC /4 Casing / water £ Shield /0195 4 0609 / 0682 4 D5c=HR {1001 4 1173 4 125

=E=cekag.
Ready ; [ 1 mwm T4
Figure 8-1. Excel Worksheet for Cﬂ/lations Involvfg I(E). (Because no calculations are performed

in the “Description” and “summyoyheets, those worksheets are not displayed

or discussed.)
g

The number in the highlighted cell D28 igt/he valu ﬁ) for the energy 661.66 keV in cell
B28. (The source for this gamma ray is >'Cs most commonly encountered gamma-ray-
emitting contaminant at Hanford.) The /(E) value is calculated using the formula displayed in
the “Formula Bar”'’:

=(D$13 + D$14%In(B28))"2,
which is the Excel code for
(D$13 + D$14xIn(B28))%,
which is the right side of Equation 8-2. \ G

D§13 is the entry in cell D13 (calibration constant 4), D$14 is the egy;l D14 (calibration
constant B), and /n(B28) is the logarithm of the energy value in cell B2Z8" The dollar s')gns, as in
D§13, specify Excel absolute references; the element following the dollar sigrfhins fix

when a formula is copied to a number of cells. Thus, when the worksheet wad create
N

@9

' This line near the top of the worksheet has an immediately to the left. Shown in this line is the number, text,
or formula embedded in the associated worksheet cell.
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formula was coded in cell D17, then copied to cells D18 through D36. The argument of the log
term (that is, the gamma-ray energy) changed from B17 to B18, B19, ..., B36, but the calibration
constants js?cells D13 and D14 were used in every calculation.

ded in cell D28 is verified as follows:

D$14xIn(B28))* = (0.0266 + 0.01622xIn(661.66))
0.0266 + 0.01522x6.49475)’ = (0.0266 + 0.10534)°
= (0.13194)%.2 0.0174 = the number in cell D28.

These V@. Iculations, and the others that follow, were performed with a Hewlett-
Packard HP RPN Scientific Calculator.

As mentioned, the fﬁis) cells D17 through D36 are identical, except for the In(By)"’ term.
It is unnecessary to verify efch of the entries in these cells.

highlighted and the FormulgBar displays the formula used to calculate the K, value that appears
in cell F28.

Figure 8-2 is the same as Fi%ﬁ-l, xcept the K, value for the energy 661.66 keV (cell F28) is

4 Microsoft Excel - E33-2.xls
J File Edit Yiew Insert Farmat Tools Data Window Help

DEH Y B@ oz 68 aEo
-

Am-241 59.64 0.359
Eu-145 10631 0.21152
Pu-23% 12830 6.3E-08
U-235 18572 0572
Mp-237 327 0.386
Fu-239 37605  1.BE-D5
8n-126 41450 0.86
Sh-123 42788 0.2496
Th-232 58319 03011
U-238 609.31 044791
Ru-108 621.93 009935
Cs-137 661.66 0.851
U-238p 1001.03  0.00837
Co-60 1173.24 0.959
Eu-154 127444 035149
Co-60 133250 099932
Eu-142 1408.01 0.2087
K-40 1460.83 01067
U-238 1764.49 015357
Th-232 261453 035341

1]4

Ready i [ [ [ _mmC_ [ [ A
Figure 8-2. Calculation of the K, Value |-

! By denotes the cell in column B, row N.
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The “Concentration Equation” printed on the worksheet in Figure 8-2 indicates that

Eq. 8-8

sponds to the entry in the Formula Bar for cell F28:
»

=27.027* 28.
Verification of g€ calculation for K,:

27.027*D28/C28 ?’.027 ‘ 0.01741/0.851 = 0.55293 ~ 0.5529 = the number in cell F28.
The value of 0.01741 for /(E) was used instead of the rounded value of 0.0174 that appears in
cell D17. Cells D17 through D36 have been formatted to display numbers with four digits
following the decimal, but tyfx‘cel alculations use the actual values, not the rounded values.
When the worksheet was ¢reatedgfhe formula in cell F28 was actually coded in cell F17, then

copied to cells F18 through F36. Consequéntly, cells F17 through F36 have the same formula as
cell F28 and it is unnecessary to yhe calculations that yielded the numbers in the cells Fy

other than cell F28.

8.4.2 Dead Time Correction //

Figure 8-3 shows a Dead Time Correction worksheet. The dead time correction function is
identical to Equation 8-3, and the Values%e constgnts, I, G, and H, are displayed in cells B7,
B8, and B9. /{\

( L
/A
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Figure 8-3. Dead Time Correction Works,

Cells A13 through A32 contain sample percent dead timeg;
the corresponding calculated dead time corrections.

nd cells through B32 display

o
The calculated dead time correction in cell B17 (highlighted) serves ffthe calgulation

verification.

The worksheet formula bar indicates that the calculation embedded in cell Bl7ik. )

=IF(A17<B$10,1,(1/(B$7+B$8*A17*LN(A17)+BS$9*A1713))). .
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According to this formula, the number in cell B17 will be 1.0 if A17 <B$10, (i.c., the dead time
correction is ynity if the percent dead time is less than 10.5, as mentioned in Section 8.3.2). If
the perceggead time is greater than 10.5, the correction is

/(BS$7+B$8* 4T *LN(A17)+BS9*A1713),

b
F+Gx(DT)peM(DT)+ H x(DT)*

as specified by #fuation 8-3.

Since A17 =20, Wh'fﬁs\@ter than 10.5, the number in cell B17 is

1/(B$7+B$8*A1\Z*LN£?\17)+B$9*A17"3) = 1/(1.008 — 4.71x10*x20xIn(20) —5.73x107x(20)°)
= 1/(1.008 — 4.71x70 'x2.99573 — 5.73x107x(8000)) = 1/(1.008 — 0.02822 — 0.00458)
= 1/0.97520 = 1.02543 ~ 1)@= the number in cell B17.

It is also worth noting that the nt dead times in cells A13 and A14 are less than 10.5, and
the corresponding dead time corrections irecells B13 and B14 are equal to 1.0, as required.

of dead time corrections for borehole data. (This
worksheet is for the 661.6-keV gamma g of *’Cs.) The worksheet row 178 indicates that for

the spectrum from the depth of 53. , the 661.6-k€V gamma-ray peak intensity was 648.8 cps
(cell C178), the dead time was 28.02 percenyl])ﬁ%), and the dead time correction was 1.05

(cell J178). N
V4

Figure 8-4 depicts a worksheet wigf examp

E3 Microsoft Excel - E33-2.xls
J File Edit Yiew Insert Format Tools Data ‘Window Help
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Figure 8-4. Dead Time Correction Examples

The formula bar indicates that the dead time correction in cell J178 was caltulatgeas

=IF(B178<10.5,1,1/(DTC!$B$7+DTCI$B$8*B178*LN(B178)+DTCI!$B$9*B178"3)),
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or, as

1/(PTCI$B$7+DTC!I$BI8*B178*LN(B178)+DTCI$B$9*B178"3),

because the gy in cell B178 is not less than 10.5. Note that the exclamation point, as in
TC!$SB#E, indicates that the label preceding “!” (DTC in this case) is the name of a worksheet.

Thus, DTC!$BS$S gjgnifies the entry in cell B8 of the DTC worksheet. The designated cells in
the DTC yeet are shown in Figure 8-3.
Verificatfon of thgs€alculation of the number in cell J178 of worksheet 0662:
1/(DTC!$ $7+DTC' 78*LN(B178 +DTC'$B$9*B178"3)
= 1/(1.008 - 4.71 éZx In(28.02) - 573><1O x (28.02)%)
107 x

=1/(1.008 - 4.71 2 x 3.33292 - 5.73x107 x 21999.1) = 1/(1.008 - 0.04399 — 0.01261)
=1/(0. 95140) 1 051§ ~ 1.05 = the number in cell J178.

Since the formula embeddedgfi cell J§ 78 was copied into all of the dead time correction cells in
column J, verification of thé calculgflons for the other cells is unnecessary. It is worthwhile to
note that whenever the dead ti s less than 10.5 percent, for example, in cells B173, B174, and
B175, the corresponding dead time correctfons are equal to 1.0, as in cells J173, J174, and J175.

8.4.3 Casing Correction /

Part of the casing correction worksh€et is depicte(? Figure 8-5. At the right side of the figure,
a plot of casing correction values in relation afima-ray energy is truncated. The missing part
of the plot is of no consequence to Verlﬁgayn because the plot has no role in the casing

correction calculations. / )

J//

DOE/Grand Junction Office Data Analysis Manual, Rev. 0
January 2003 Page 8-16



B3 Microsoft Excel - E33-2.xls
J File Edit “iew Insert Format Tools Data ‘Window Help _|5||5|

DEE Y 2R o-=s8BE3

W4 0p b1 { summary {I(E) {DTC ) 1« >
Reacly [ F™M[ [ [

Figure 8-5. Worksheet for Cgsing Correctfon} Showing Calculation of the Ac Factor

The formula for the casing correction is idegtical to Equation 8-4a, and the factors, 4, B, and C

(called 4¢, Bc, and C¢ in Equations 8-4b, §-4c, and ?)re related to the casing wall thickness,
T, expressed in inches, as indicated by Equatio -4b, 8-4c, and 8-4d.

The three columns D, F, and H, accommodate up to thrge”differgnt casing thicknesses in a
borehole. Column J allows calculation of K. for a fourth casingfthickness. This is not used for
concentration calculations, but may be useful for co i
corresponding to the bottoms of casings with particular thicknesses ggbear in cells D11, F11, and
H11 in the “Casing Configuration Table.” The borehole for whigHf this workgheet was prepared
had two casing thicknesses: from 209 ft to 238 ft, the thick
and from 0 to 209 ft, the thickness was 7= 0.5825 in. (cell D12).

Programs to calculate the values for A¢, B¢, and C¢ that correspond to he’v?lrio s casing wall
thicknesses are embedded in the cells in columns D, F, H, and J, and fows 14, J/5, and 16. Cells
in the same columns, but in rows 18 and below, have programs to calculatedfe casing correction
values for the gamma-ray energies in column B. )

For example, cell D14 (highlighted in Figure 8-5) shows the calculated value @3.
Formula Bar indicates that the value was calculated by V

=-0.022+1.241*D12,
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nds to Equation 8-4b. Cell D12 displays the casing thickness, in inches. The
the value in cell D14 is verified as follows:

In Figure 8-6 the highlighted cell D15 has the programmed calculation

=0. O“M 000213*D12,

which corresp#hds to Equation 8-4c.

B3 Microsoft Excel - E33-2.xls
J File Edit “iew Insert Format Tools Data ‘Window Help _|5||5|
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Figure 8-6. Calculation of the B¢ Factor in the C%g Correction

P
The calculation of the value in cell D15 is verified as follows: (

0.0000117 - 0.000213xD12 = 0.0000117 — 0.000213 x 0.5625 = 0.00M— 0.000120 )
=-0.0001081 ~ the value in cell D15. /

In Figure 8-7, the highlighted cell D16 has the programmed calculation =

=17.2+353.2"D12,
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which corresponds to Equation 8-4d.

B4 Microsoft Excel - E33-2.xls = |
J File Edit Wiew Insert Format Tools Data ‘window Help _|E'|£I
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Ready | S 1

Figure 8-7. Calculation of 1 th:eCcZk)r’iﬂhe Casing Correction

The calculation of the value in cell D16 is Ve ied as follows:

17.2+353.2*D12 =17.2 + 353.2 x 0.5625 = 17.2 + 198675
= 215.875 ~ the value in cell D16.

F12, the calculations for cells H14, H15, and H16 use the thickngs€1n cell H12, and the
calculations for cells J14, J15, and J16 use the thickness in cell 712. -

The actual casing correction values, K¢, for the thickness in cell D12 ar calgflated in cells D18,
D19, and the other cells below D19 in column D. The correction in a icular cell Dy is for the
gamma-ray energy displayed in cell By. The program for the casing correctior?bell 294
shown in the Formula Bar in Figure 8-8.

N
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Figure 8-8. &ample ?sin g, Correction Calculation

This calculation,

Vg ~
=EXP(D$14+D$15*$B29+D$16/$B29), / )

is as specified by Equation 8-4a. The calculation is Ve?'ﬂgd‘as

EXP(D$14+D$15*$B29+D$16/$B29) = exp(0.6761
= exp(0.6761 — 0.07153 + 0.32626) = exp(0.93083)
= 2.5366 ~ 2.5365 = entry in cell D29.

1.081 x 661.66 4#15.875/661.66)

below D19, are
culate the correction values
o

The correction values in cells D18, D19, and the other celi\‘ n colu
calculated by the same method. The same method is also used to
in cells F18, F19, F20, and the other cells below F20 in columr

The sample spreadsheet illustrated in Figures 5-5 through 5-8 pertains ta a bgfehole with two
casing thicknesses, for which the corrections are calculated in the ce\‘b-icolumns DandF. Ifa
borehole has three casing thicknesses, the additional correction can be calculatedqand displ
in the cells in column H, which are programmed similarly to the cells in colunfhs D and#*
Column J is available to calculate correction factors for a fourth casing thickpess. e sample
spreadsheet, the thickness entries in cells H12 and J12 are zero, indicating that g€ cells in
columns H and J are not utilized. 7'= 0 cannot be misinterpreted as a borehole configuration
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because there are no uncased boreholes at Hanford. Obviously, the casing correction should be
umty if 7= 0_, The calculated corrections in columns H and J are not equal to one because the
casing corpéCtion equation is not exactly correct. The equation was derived using data and curve
fittinggfind therefore produces approximations to the true corrections.

8.44 W Corrections

Figure 8-9 display#the sample worksheet for the water correction calculations. As indicated in
Section 8.3.2 enefgy-dependent water correction is calculated with Equation 8-5a (which is
also displg#td on thgfSample worksheet). Equations 8-5b, 8-5¢, and 8-5d are used to calculate

values for the b ole-diameter-dependent factors, A, By, and Cy.

£ Microsoft Excel - E33-2.xls
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Figure 8-9. Worksheet for Calculating Water Corrections
N
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The depth to water, 235 ft in the example, is shown in cell C11. Cell C12 shows the borehole
diameter, 8 in, in this case. The diameter is a factor in the calculation of the value for the 4y

n of calculation for Ay
»

(1.406 — 4.534C12)A2 = (1.406 — 4.51/8)% = (1.406 — 0.56375)* = (0.84225)*
=0.\309 ~ the valgie in cell C14.

In Figure 8-1

J File Edit Wiew Insert Format Tools Data Window Help

DSEH Y 2@ o- = 64 GEO
M

144/ » [ M/IE) £DTC £ Casing ) Shield £ 0186 4 0609 / D662 / DE62HR
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Figure 8-10. Calculation of the By, Factor in the Water Correctior,
. . V
According to the Formula Bar and Equation 8-5c,
=0.00124/C12-0.000307
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is the formula, for the By value.

-0.000307 = 0.00124/8 — 0.000307 = 0.000155 — 0.000307
152 ~ -0.00015 = the value in cell C15.

»
In Figure 8-11, cell C16 with the calculated value for Cy is highlighted. The formula for Cy is

according tc

J File Edit Wew Insert Format Tools Data Window Help
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Figure 8-11. Calculation of the C, Factor in the Water Corre tion

Verification of the calculation of the Cy value:
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C12/(0.168-0.0097*C12) = 8/(0.168 — 0.0097 x 8) = 8/(0.168 — 0.0776) = 8/0.0904
= 88.4956 ~ 88.4956 = the value in cell C16.
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Figure 8-12. Calculation of the Water Correetief for the - Cgfbamma Ray

Ready

Verification of the calculation of the Ky value:

EXP(C$14+C$15*B30+C16/B30) = exp(0.70939 — 0.000152 x 661.68"+ 88.4956/661.66)
= exp(0.70939 — 0.1005723 + 0.1337478) = exp(0.7425655) -
=2.1013 ~ 2.101 = the value in cell C30. (

The other cells in the group, C19 through C38, are programmed sinﬁ@&t ell C30.

8.4.5 Shield Corrections /

particular gamma-ray energy E is calculated with Equation 8-6. The factors A% Bs, and Cs have
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constant values, as indicated in Section 8.3.2. The three values are also displayed on the
worksheet.

E3 Microsoft EBxcel - E33-2.xls
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Figure 8-13. Worksheet for &Iculation gungsten Shield Correction

The highlighted cell C28 shows the shield cdi‘rection value for the gamma-ray energy in cell
B28, i.e., 661.66 keV ("*'Cs source). The Formula BaMate that the code for the calculation
is

=EXP(C$12+(C$13*LN(B28)+C$14)/B28"2),

which is identical to Equation 8-6.

Verification of the K value:

o=
EXP(C$12+(C$13*LN(B28)+C$14)/B28"2) = exp(C$12 + (C$13 x In(BZ( + C$ 8282)
= exp(0.5888 + (56900 x In(661.66) — 31900)/661 662) \ :

= exp(0.5888 + (56900 x 6.494752 — 31900)/437793.96) )
= exp(0.5888 + 337651.389/437793.96) = exp(1.36006)

= 3.896 ~ 3.896 = the value in cell C28. /

The other cells in the group, C17 through C36, are programmed similarly.
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With the availability of the high rate logging system, the tungsten shield is seldom used with the
SGLS. Therefore, SGLS calculation worksheets generally do not include provisions for the
shield corge€tion. When the shield is used, the data are processed separately from unshielded
data, the shield correction is applied as an additional multiplier to all concentration values.

8.4.6 Ragdidnuclide Concentration Calculations

8.4.6.1 Concentrations

recorded in €11 I1.

As indicated in Sec@ S\)a simple program reads the spectral data files and compiles data
for each gamma- r@gy. In Figure 8-14, these data appear in rows 5 and beyond, in columns
A (depth), B (percent dead time), C (peak intensity in counts per second), D (percent peak
intensity uncertainty), E (mmm dgtectable activity), F (flag), and G (spectrum file name).
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Figure 8-14. Part of the Worksheet for the "*'Cs Concentgsffion Calculations

Cells J1,J2,J3, K1, K2, and K3 are programmed to retrieve®alues fropfother worksheets in this

spreadsheet file.

Cell J1 ( )
program code: =summary!C4

action: Copies the entry in cell C4 of the * Summary sheet to cell J
description of value: Depth, in feet, corresponding to the bottom of the first c?g

A
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Cell J2

=summary!C5
Copies the entry in cell C5 of the “Summary” worksheet to cell J2.
Depth, in feet, corresponding to the bottom of the second casing.

program code.e =summary!C6

action: Copies the entry in cell C6 of the “Summary” worksheet to cell J3.

de&M valyg: Depth, in feet, corresponding to the bottom of the third casing, (also the
total depth of the borehole).
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Cell K1

prograg#Code: =VLOOKUP($I$1, KC,3)
actigfi: Copies to cell K1 the value in column 3 of the row that contains $1$1
(=661.66) in the range “KC” which is defined as Casing$B$18:$/1$37 (i.e.,

the rectangular block of cells in the “Casing” worksheet with cells B18 and
137 at the corners). (In the Excel vernacular, the block of cells is “named”
KC.) A box in Figure 5-15 shows the range “KC.”

escription of ylue: Casing correction for the gamma-ray energy 661.66 keV and the first casing

thickness (0.5625 in.).
Cell /

programg€ode: =VLOOKUP(I$1,KC,5)
action: \?pies to cell K2 the value in column 5 of the row that contains $1$1
(

61.66) in the range “KC.”
description of value; asing correction for the gamma-ray energy 661.66 keV and the second
Q casing thickness (0.3125 in.).

Cell K3 /‘
program code: =VL UP(1$1,KC,7)
action: pies to cell K3sthe value in column 7 of the row that contains $1$1

(=661.66) i range “KC."
description of value: Casing the gamma-ray energy 661.66 keV and the third
casin .00 in.).

Cells L2, L3, N2, and P2 also have firograms that %/e values from other worksheets in this
spreadsheet file.

-

Cell L2 N )

program code: ~WaterIC11 /

action: Copies the entry in cell C11 of thexWater” worksheet to cell L2.

description of value: Depth to water, in feet. /
Cell L3

program code: =VLOOKUP(11,KW,2)

action: Copies to cell L3 the value in colu at contains 11 (=661.66)

$19:$C$38 (i.e., the
sheet with cells B19 and C38

in the range “KW,” which is defined as =Wat
rectangular block of cells in the “Water”
at the corners). See Figure 8-12. N
description of value: Water correction for the gamma-ray energy 662.66 keV gnd the water-filled

8-in.-diameter borehole.

)

~

A
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Cell N2

progrggf code: =VLOOKUP(I1,IE,5,0)
acjén: Copies to cell N2 the value in column 5 of the row that contains 11 (=661.66)
in the range “IE,” which is defined as "I(E)"I$B$17:$F$36. The last
VLOOKUP argument, 0, indicates that the energy in the range must exactly
match the value in cell I1.
iption of value: K, value (see the Concentration Equation in Figure 8-2) for the 661.66-keV

P gamma ray.
Cell V

program =summary!B11
action: Copies to cell P2 the value in cell B11 in the “Summary” worksheet.
description of vaK Cqrrection, or adjustment, for the depth.

For the worksheet, illusﬁated in Figure 8-14, concentration calculations occur in the rows below
row 4; each row corresponds to the depth indicated in column A. For example, row 5
corresponds to the depth of 288.0 ft. JIn row 5, cell C5 has the intensity, in counts per second, for
the spectral peak associated'with thgf661.66-keV gamma ray. Cells J5, K5, L5, and M5 show the
corrections for dead timeygasi ater, and shield, respectively.

»

The program for cell J5 appears Mrmu Bar in Figure 8-16:

=IF(B5<10.5,1,1/(DTC!$B$7+DTC!$B 5*LN(BE)%!$B$9*B5"3)).

E2 Microsoft Excel - E33-2.xls

File Edit Yiew Insert Farmat Tools Data Window Help
DEE Y B2@ T A E R 7 -fi- B 7 UE=E=EEH % %,
5 | = =IF(B5<10.5,1,1/DTCISBS7 +DTCISBS8 B5 LN(BS)+DTCISE$3"E5"3))
A El [ i} E F G H | J [ L [ T 0 F
1 Eistant  Log_Dat Z00EE33 Zzgls BE1 BB 08 2837 Kw ke Ka depth adj
2 Pracesse dbylogh nal2 W1, Oa T huJan24 1604 7:30 2002 38 1686 235 2805 0.552 0.0
243 1Mz 21m M d
4 Depth deadtime cps cpslne  mioa flag filenarme cps ermr DTG ki K Ks DRAZH
| 5 | 23800 0.44 005 356.68 0.8 =7 AO0BENDD.LST 78] TO0l 1686 210131 1 1.958 2380
B 237.00 .43 00s 16116 0,25 *7 AO0BEDDT.LET 0145 1000 1B26 21013 1 1.058 2370
7 23800 0.49 006 22966 0,25 *7 AO0BED02.LST 0138 100 1B86 24013 1 1.958 2360
B 23600 031 ool 8R3 a7 0217 AONRENDZ LST nnss 100 1RRE 210131 1 1,053 2360
a 23400 0.35 006 24715 0.25 =7 BO0EEDD4.LST 0148 1.00 1586 1 1 0.932 2340
10 23200 0.39 -0.032 2000 028+ AO0BEDDS.LET -0.500 1.00 1586 1 1 0.032 2330
11 23200 0.6 -0.02 2000 0.3+ AO0BED0E.LST -0.400 1.00 1586 1 1 0.932 2320
17 23100 83 -nn3 2000 0477 AONRENDT LST -0 6N 100 168G 1 1 043z 2310
13 230,00 .95 i 2000 0.45 =7 BO0BENDE.LST n.000 1.00 1586 1 1 0.932 2300
14 229.00 081 027 9133 0.4+ AO0BEDDS.LET 0.247 1.00 1586 1 1 0.932 2280
15 22800 0.59 nz4 8192 0,32 *7 AO0BEDT0.LST 0197 1.00 1586 1 1 0.932 2280
16 227.00 43 -0 2000 03l e AONGENTT LST -0.200 100 168G 1 1 043z 2770
17 22600 0.42 01 164.04 0.3 AO0BED12.LET 0180 1.00 1586 1 1 0.032 2250
18 22500 0.38 005 256.83 023+ AO0BEDT3.LET n1z8 1.00 1586 1 1 0.932 2250
An andan ey ia aneT M- ARREERA 4 | ST o o shn 4 pes 5 1 e
14 M surmmary £1(E) {DTC /£ Casing £ Water £ Shisld / 0196 £ 0609 %0662/ De62HR. { 1001 £ 1173 £ 1274 £ 1332 £ 1[4/
Draw ~ [} Agtnshapes'\\q[lo“ &'i'&'E:E.m-
Ready UM

Figure 8-16. Example of Dead Time Correction for a Low Deadye

According to this formula, the entry in cell J5 is equal to one if the value in cell B is Jess th
10.5. In this case, the value in cell B5 is 0.44, which is less than 10.5, and a vafue
in cell J5.

A

A dead time higher than 10.5 occurred at the depth of 51.01 ft, as indicated in €ell A176 in
Figure 8-17. (Figure 8-17 shows a portion of the same worksheet as pictured in Figure 8-14.)

DOE/Grand Junction Office Data Analysis Manual, Rev. 0
January 2003 Page 8-29



B2 Microsoft Excel - E33-2.xls
J File Edit Yiew Insert Farmat Tools Data Window Help

DEH Y 2e o [z s8aEo
-

1)4

Ready ) I [ [ _mwmC_ [ [ J
Figie8a#7. Example of Dead Time Correction for a Moderate Dead Time

For this higher dead time, tlﬁ);rec on is greater than 1.0, and the correction is calculated as
follows.

1/(DTC!$B$7+DTCI$B$8*B176*LN(B176]+ DTCI$BS9*B176A3 =
1/(DTCI$B$7 + DTC!$B$8xB176xI 6) + PTC!$B$9xB176° =
1/(1.008 — 4.71x10™ x 21.28 x [p¢81.28) -543 x 107 x 21.28° =
1/(1.008 — 0.010023 x 3.05777 - 5.73 30" x 9636.40

1/(1.008 — 0.030648 — 0.0055217) 5(0.97183) =

1.029 ~ 1.03 = the dead time correction in cell J 6/

Cells K1, K2, and K3 contain the correctiops for the castng thicknesses 0.5625 in., 0.3125 in.,
and zero (no casing). The code in cells K K6 a blf selects the proper correction,
depending on the depth.

E3 Microsoft Excel - E33-2.xls
J File Edit Wiew Insert Format Tools Data window Help

DEHY 2R o =L nED
K

1]4

Reaty Iﬁliﬁﬁmﬁﬁﬁ‘]
Figure 8-18. Example of Casing Correction \
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The Formula Bar in Figure 8-18 shows that the program for cell K5 is

In Figure 8-19 thed'ormula Bar for the highlighted cell L5 shows the code for the water
correction calgghation;

E2 Microsoft Excel - E33-2.xls

File Edit Yiew Insert Format Tools Data window Help
DEE Y B2@ T A E R 7 -fi- B 7 UE=E=EEH % %,
L5 | = =IF(SMALS2),1 F(A5<L52,1 L53)
A B E D E F G H | J K L [ N 0 P

1 Elstant  Log_Data 200EIE33 Zisals 66166 209 2637 Kw Ks Ka depth adj
2 Processe dbylogA nal2 W1, Oa T huJdan24 1604 7:30 2002 238 1.686 235 3.896 0.553 0.0

3 243 1.M2 2101 N d

4 Depth deadtime cps cpslne  mioa flag filenarme cps errar DTG ki K Ks DRAZH
| 5 | 23800 0.44 0.05 35668 0.28 =7 AD0EE000.LST 0178 100 1686 210181l 1 1859 238.0
B 237.00 0.49 009 16116 0.25 *? ADDBBO01.LET 0145 100 1686 210131 1 1959 237.0
7 23600 0.49 006 22966 0.25 *? ADDGB002.LST 0138 100 1686 210131 1 1858 236.0
B 23500 031 001 88292 022 *? ADOGBO03.LST 0088 100 1686 210131 1 1859 2360
9 23400 0.35 006 24715 0.25 =7 AO0EB004.LST 0148 100  1.686 1 1 0832 234.0
10| 233.00 033 -003 2000 0.28 *? ADDGBO05.LET -0.600 100 1.586 1 1 0832 232.0
11 23200 06 -0.02 2000 0.31 *? ADDGB006.LST -0.400 100  1.686 1 1 0832 232.0
12 231.00 088  -003 2000 042 %7 ADDBBO07.LST -0.600 100 1686 1 1 0832 2310
13 230,00 0.96 0 2000 0.46 =7 AD0EE008.LST 0.000 100  1.686 1 1 0832 230.0
14| 229.00 0.81 027 91.33 0.4 *7 ADDGBO09.LST 0.247 100  1.586 1 1 0832 229.0
15| 22800 0.59 0.24 8182 0,32 *? ADDGB010.LST 0197 100  1.686 1 1 0832 226.0
16 | 227.00 048 -001 2000 0.31 *? ADOBBO011.LST -0.200 100 1686 1 1 0832 227.0
17 22600 0.42 041 184.04 0.3*2 ADDGB012.LST 0180 100 1586 1 1. 0832 226.0
18| 22500 0.38 005 256.83 0.23 %7 ADDGBO13.LET 0128 100  1.586 1 1 0832 225.0
10 %400 EY) 14 aner AAan - ANRGEA1 4 1 OT naen Ann 4 pos 1 4 nnan

14 M surmmary £1(E) {DTC /£ Casing £ Water £ Shisld / 0196 £ 0609 %0662/ De62HR. { 1001 £ 1173 £ 1274 £ 1332 £ 1[4/

Draw ~ [} Agtnshapes'\\q[lo“ &'i'&'E:E.m-

Ready UM

Figure 8-19. !an@Correcﬁon

The entry in cell L2 is the depth to water; therefore, the water correction is applicable only to
data from depths greater than that shown in cell L2. Wji#fin the )/F" statement in the cell L5 code,
ISNA(LS2) is true if the entry in cell L2 is N/4 (not avdilable), Je., if no depth to water is entered.
Thus, the /F statement enters a value of 1 (meaning no watg#correction)an cell L5 if there is no
water in the borehole.

If the entry in cell L2 is not N/A4, as is the case in this examp)e] the valuggfl cell LS is

IF(A5<L$2,1,L$3).
o
This value is equal to 1 if the entry in cell AS (the depth) is less than 166 entry gh cell L2, that is,
the water correction is equal to 1 (which is no water correction) if the depthef§ less than the depth
to water. If the depth entry in cell AS is greater than the depth to water 1n cell L2, ther) the
correction in cell L5 is the entry in cell L3. As indicated previously, cell L3 h € water,

correction for the gamma-ray energy 661.66 keV and the water-filled 8-in.-didmeter b
A

ole.

Equations 8-1 and 8-8 indicate that the concentration is the product of K, and a#f of the
corrections. The K, value appears in the highlighted cell N2 in Figure 8-20. The Formula Bar
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indicates that the K, value was retrieved from column 5 and the row containing “661.66” (the
entry in cell I]) in the block of cells named IE. The block IE is the rectangular array of cells in

J File Edit Yiew Insert Farmat Tools Data Window Help

DEH Y 2e o [z s8aEo
-

1)4

Ready I [ [ _mwmC_ [ [ J
Figure 8—20% K, Val%(see concentration equation in Figure 8-1)

The products of K, and the comeea in cells N5, N6, N7, ... . The Formula Bar for the
highlighted cell N5 in Figure 8-28 indicat at the value in cell N5 is the product of the dead
time correction (cell J5), the casing couction (cell . the water correction (cell L5), the shield
correction (cell M5), and the K, (celf N2). The VaI}a in cell N5 is easily verified:

=J5"K5*L5"M5*N$2 A
= J5 x K5 x L5 x M5 x N2 = 1.00 x 1.6862.10131 x g
=1.959 = the value in cell N5.

E3 Microsoft Excel - E33-2.xls
J File Edit Yiew Insert Farmat Tools Data Window Help

D2E ¥ @2e -z stlnEe
El

14

JD[awv[%Coj‘AgtDShapesv\\[lD4@|&v£vﬁvf;§.w-
Ready [ [ mm™M[ [ [ J
Figure 8-21. Intermediate Quantity Used in the Concentration Calculatj
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For the final step in the concentration calculation, calculations in row 19 instead of row 5 will be
used because the peak intensity in cell C5 is less than the minimum detectable activity in cell ES.

detectable activity in cell E19. The verification of the concentration calculation is
»

=IF(C19<E1GNA(),N19*C19)
= N19 @19 if C19> E19, or NAif C19 < E 19
= N19% C19 begdlise C19 > E19

= 0.932 >< 147= 1.025 ~ 1.03 = the value in Q19.

In row 18, the peak z ensi}@n cell C18 is less than the minimum detectable activity in cell E18,
een calculated and the entry #N/4 appears in cell Q18.

so the concentration h§ n

E3 Microsoft Excel - E33-2.xls

J Eile Edit Wiew Insert Format Tools Data window Help

DEHY 2R o =L nED

Readv [ N I VT R R Y’ |

Figure 8-22. Example of Calcul@ncanﬂatlan
8.4.6.2 Concentration Uncertainties

As stated in Section 8.3.3, systematic uncertainties are not ing#fided in thgs€Oncentration
uncertainty calculations. The concentration uncertainties are based e statistical uncertainties
in recorded spectral peak counts. The expression for the concengdffion uncertainty is

")
—

S

(Equation 8-7).

C, is the concentration, which is calculated with Equation 8-1, and P, and oP,#fte the peak
intensity and the uncertainty in the intensity, respectively. Values for P, are calculated by
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PCMCA/WIN. PCMCA/WIN also calculates an uncertainty for each P, value; each uncertainty is
expressed as g percentage of P,. In the sample PCMCA/WIN output file in Example 1, the P,
values argff the “Activity” column and the uncertainties are in the “Error” column.

B2 Microsoft Excel - E33-2.xls
J File Edit Yiew Insert Farmat Tools Data Window Help

DEH Y 2e o [z s8aEo

—________5= -

Ready i [ — |
Figure 8-23.M of Calcullation of Absolute Peak Intensity Uncertainty
from PCMCA/WIN output files have been

In Figure 8-23, the peak intensiwﬁinti
compiled in column D. The corréspondi solute uncertainties, i.e., the P, values, appear in

column I. For the highlighted cell I1 e Formula% shows how the absolute uncertainty is
calculated for the intensity in cell CT9: / s
=C19*D19/100

P 2
= C19 x (D19/100) = 1.1 x (23.67/100) =%yalue cell 119.

The entry in cell 119 is the oP, value, in counfs per second, associated with the peak intensity in
cell C19. /‘

concentration in cell Q19. The Formula Bar indicates
in cells N19 and 119, which is easily verified:

=N19*119
=N19 x 119 =0.932 x 0.260 = 0.242 = 0.24 = the value in cell R1
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B2 Microsoft Excel - E33-2.xls
J File Edit Yiew Insert Farmat Tools Data Window Help

DEH Y 2e o [z s8aEo
[ =]

JD[awv [}Gj‘ngtnshapes'\ \DO‘|&v£vévE‘— .
Ready [ [ [ _mNwm[_ [ [ J
Figwe8924. Example of Calculation of "*'Cs Concentration Uncertainty

That N19 x I19 is equal to mqu ion 8-7) is demonstrated as follows. N19 x 119 is equal to

J19 x K19 x L19 x N2x 119,

which is /

NI9x119=K,, xK, x K, &, x 27'027//1(E)xapn.

Also, V4 -

K, xK. x K,, x Kg x 27'}(7)27><I(E(=Ca.
Therefore,

P

=N
8.4.7 Minimum Detectable Level )

Section 8.3.4 described the MDL (minimum detectable level) as the radionuclide gonckntratign
associated with the smallest spectral peak for which detection is statistically dﬁsﬁble.
Concentrations are normally derived from peak intensities, using calculatio&ouﬂin
8.3.2, but in the case of MDLs, PCMCA/WIN does not identify peaks or calculatgsfeak
intensities. Instead of peak intensities, the calculations employ MDA (minimufn detectable
activity) values, which are essentially the intensities of the smallest spectral anomalies that can

n Section
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be identified as peaks by PCMCA/WIN. These anomalies do not actually exist in the spectra.
For each partigular spectral region of interest (ROI), PCMCA/WIN estimates the size of the
smallest aly that would stand high enough above background to be identified as a peak.

analyses are normally performed in routine spectrum analysis. These analyses use
different methods fe establish ROIs. For the “Activities with MDA” analysis, spectral peaks are
identified by the=Peaksearch algorithm, then ROIs are set so that each peak is spanned by an
ROI. Withafl each R@I, the peak itself is ignored and the background and other parameters are
used to calculateafl MDA value in counts per second.

The second analysis, ytreh i3 called “Allow Identification to create ‘Force MDA’ ROIs with an
ROI width of 2.078¢2 ti t’s (sic) FWHM,” establishes ROIs for gamma rays that are listed in
the source identification library file but are not represented by peaks in a spectrum. The spectra
must be energy ca d and resolution calibrated before analysis begins. PCMCA/WIN
determines positions of ROI rs By reading the gamma-ray energies in the library file, then
using those energies and thd spectrugh energy calibration to determine the MCA channel
numbers that correspond to the egefgies. The width of each ROI is 2.07892 times a full width at
half maximum (FWHM) va at is calcmlated using the spectrum resolution calibration and
the number of the MCA channel at thgseenter of the ROI.  After the position and width of each
and other parameters to calculate an MDA value
in counts per second for each ROI. The Ol width of 2,.07892 times full width at half maximum
is customarily used, though the valugs€an be changed®oy the analyst.

7
Figure 8-25 shows a worksheet in which CO%E lists MDA that have been calculated by
PCMCA/WIN for the 661.6-keV gamma xgyof Bics. #

File Edit Yew Insert Format Tools Data ‘Window Help - & ﬂ
DEES | R $BRES || el -i0l- B Z U SEE=E 3%, WS E-HAT
C166 v/ =D
A B C D E F G H | J K L M N 0 P

1 Edstant  Log_Data 200EVE33 Hsgls G61.66 209 24537 Ky Ks Ka depth adj
2 Processe dbylogA nalz ¥1. 0a T huJan24  16:04 7:302002 238 1886 235 3.896 0.553 0o

3 243 1012 21001 N d

4 Depth deadtime cps cpslne  mda flag filename Cps errar DT Ke K Ks 06G62d
161 170 038 018 8275 0.24 =7 ADOBTOE4.LST 0,149 100 2537 T 1 1402 179.0
162 180 0.45 014 10485 0.24 *2 ADOBT0E5.LST 0147 100 2537 1 1 1.402 180.0
163 181 032 0.07 20469 0.25 *7 ADOGT0A6.LST 0.143 100 2537 1 1 1.402 181.0
164 182 0.42 0.06 22662 0.24 *7 ADOBTOBT.LST 0136 100 2537 1 1 1.402 182.0
165 1683 038 004 36508 0136 *? ADNBTORE LST 0146 100 2537 1 1 1402 183.0
166| 184 o410l 2000 0.24 =7 ADOBT0R9.LST 0.000 1.00 2537 1 1 1402 184.0
167 185 0.3 008 18281 0.24 *2 ADOBT0A0.LST 0146 100 2537 1 1 1402 185.0
168 186 0.37 0.02 57261 0.24 *7 ADOBTO1.LST 0115 100 2537 1 1 1.402 186.0
169 187 0.7 0.02 81864 0.24 *7 ADOBT092.LST 0.164 100 2537 1 1 1.402 187.0
170 166 042 015 9374 033 *? ADNBTO93 LST 0141 100 2537 1 1 1402 1880
171 189 028 0.08 17305 0.23 *7 ADOBT094.LST 0138 1.00 2537 1 1 1402 189.0
172 180 0.3 006 2414 0.23 *2 ADOBT0A5.LST 0145 100 2537 1 1 1402 190.0
173 191 0.aa 0.05 28669 0.24 *2 ADOBT0A6.LST 0143 100 2537 1 1 1.402 191.0
174 192 0.37 012 11233 0.23 *2 ADOBTOAT.LST 0135 100 2537 1 1 1.402 192.0
175, 60.01 349 2116 8.52 041 s ADOB8000.LST 1.803 100 2537 1 1 1.402 50.0
176 5101 2128 3351 4 51 18 m ADNBSO0T LST 14 £62 103 2537 1 1 1443 510
177 5201 3769 9095 435 284 m ADOBS002.LST 39,563 110 2537 1 1 1538 52.0
179 5301 2802 6488 262 214 ADOBS003.LST 16.999 105 2537 1 1 1474 53.0
179 5401 2444 5065 312 189 m ADOBS004.LST 15.803 104 2537 1 1 1457 54.0
180 5501 2556 576 3.84 175 m ADOBBO0S.LST 22118 104 2537 1 1 1482 55.0
M4 » M{IE) {DTC £ Casing £ Water £ Shield £ 0186 £ 0609 %0662 4 D662HR { 1001 £ 1173 { 1274 £ 1332 £ 1408 4 1461 |« |

Draw = [ aoshapes - S W O E 4@ - ZL-A-=S=Z5 B @ -

Ready MNUM

Figure 8-25. MDA Examples
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The hlghhght d cell C166 of the worksheet deplcted in Flgure 8- 25 shows a zero entry for the

The cell C177 ghows a large value (909.5) for the 661.6-keV gamma-ray peak intensity. This
peak Waﬁyﬁfbizd Peaksearch, then PCMCA/WIN used the ROI surrounding the peak to
calculate’the MDA The presence of the peak made the background more difficult to determine,
so the MDA j#fcell E177 is relatively large.

Figure 8-26 shows ¢ diffe part of the same worksheet displayed in Figure 8-25. Column S
displays the calc lated D values.

E3 Microsoft Excel - E33-2.xls

J@ File Edit “ew Insert Format Tools Data Window Help - E'Iil

DEEH2RY $ 2R »-~ |[F 2@ o- |8 7 U B % e, 9% = -
[[] =]

huJan24  1EN04 TAOZ002 238 16BE 235 389F 0553 00 pCig  pCiy  poig
S 3 a2 MmN d s u o om
mda  flag  dlename  cpsemor DTG Ko Kw  Ks  0B6d  0B6za  0662u  O06BIm v

|Daw- by & | uothapes- N NOOE M &-Z-A-S=28.
Ready [ T mwm A4
Figure 8-26. Examples of MDL Va

The highlighted cell S166 shows the MDL value derived from the A value in cell E166. The
MDAs and other quantities calculated by PCMCA/WIN do not ‘ i
calculation is programmed in the spreadsheet and does require verificggion. The formula bar
indicates that the MDL value in cell S166 is the product of the MDA Value in
K, value in cell N166. This calculation is equivalent to the concentration cefculation described
in Sections 8.3.2 and 8.4.1, except the K, value is multiplied by the MDA instead of a ppectral
peak intensity. The entry in cell S166 is easily verified:

=N166*E166 ~
= N166 x E166 = 1.402 x 0.24 = 0.336 ~ 0.34 = the value in cell S166. |
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This concludes the verification of calculations programmed in the 0662 worksheet. Calculations
in the other cgncentration worksheets (786, 609, 0662HR, 1001, 1173, 1274, 1332, 1408, 1461,

worksheet.

In Figure 8-27, thes‘tabs” in a line near the bottom of the worksheet show that there are
additional wo eets\named grosscnt, grosscnt (HR), GG&DT, MM, KUT, Kc Plot, and log.
These wogle€heets hgye data summaries, compilations of data, and graphs. There are no
calculations that gefuire verification. For example, the GG&DT (gross gamma and dead time)

J File Edit Yiew Insert Format Tools chart Window Help

DEE ¥ Ba |- uE2

{ MM _{KUT 4 Ke Piot £ log [«

Ready ’ | 'f'ili’i@nesday, Octaber 30, 200;
Figure 8-27. Part of the GG&DT (Gross Gamma and Pead Time)glorksheet

)
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9.0 Version Control and Revision History

s of software used in data analysis (i.e., Aptec, Excel) are controlled and recorded for
his ensures that only approved software is used for data analysis and that the

The project will atfempt to maintain the most current version of commercial software. Use of the
most current ion gffers many benefits, the most important being the ability to obtain support
from Verd{\:/f; cessary. For in-house software, all analysis will be performed with the
most current vegsfon. Old versions of software should not be used to process data.

The following secti 1st spgcific versions of software that are being used by the project at the
time of manual reviSion. ect-specific software is noted as applicable.

o

9.1 Commerical Application Software

9.1.1 Access 2000
Access (Microsoft) is a database program used to facilitate selection and prioritization of
borehole monitoring intervals for t anford Tank Farms Vadose Zone Monitoring Project.

9.1.2 Excel 2000 ”

Excel 2000 (Microsoft) is a spreadsheet pro% lgd for the Hanford 200 Areas Spectral
Gamma Vadose Zone Characterization Prgject to conveft radionuclide count rates measured by
the SGLS to radionuclide concentrations. Calibrat faaﬂ)rs and dead-time and environmental
corrections are applied to the count-rate data tgs€alculate radionuclide concentrations assumed to
be evenly distributed in the earth around the borehole. Excel is\also used to track SGLS field
verification information.

The Hanford Tank Farms Vadose Zone Monitoring ses Excel
the Radionuclide Assessment System (RAS) software. Excel is als
radioactive decay and to compare data from successive log ru

lot data generated by
sed to apply corrections for

9.1.3 Word 2000

o
Word 2000 (Microsoft) is a program used for word processing.

(
9.1.4 Adobe Acrobat ~ |

Adobe Acrobat, Version 5.0, (Adobe Systems, Inc.) is a program used to genegate a po
document format (*.pdf) file that can be sent via email or downloaded fromhe proj

web site.
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9.1.5 SigmaPlot

SigmaPlg#8.0 (SPSS, Inc.) is the plotting software used by the Hanford 200 Areas Spectral
Ga adose Zone Characterization Project to generate plots of radionuclide concentrations.

9.1.6 Apec

Aptec, Version 6.3, Release 14 (Canberra Co.), is used by the Hanford 200 Areas Spectral
Gamma Vad one)Characterization Project to convert data recorded by the SGLS as *.CHN
to *.LST%QEOZ ich the rdaptec program can extract analysis results that are imported into
Excel for furthggMata analysis.

9.1.7 Environmﬂ\l?sualization System (EVS)

EVS, Version 5.5K(C_Bech Development Corporation), is the modeling software used by the
Hanford 200 Areas Spectral Gagnma\Vadose Zone Characterization Project to create three-
dimensional visualizations.

9.2 Operating Syste are

9.2.1 Server /

The computer workstations are on a a€twork with ad(lcated server running Windows 2000

(Microsoft). / 7
9.2.2 Workstation

> 4

)

All analysts’ workstations use Windows 2000€Microsoft).

9.3 In-House Software (

9.3.1 SGLSoffline

SGLSoffline, Version 1.0a, is a program developed to asseng#le a set o
as individual files for each depth increment into a set of log type fi
during spectrum analysis.

LS spectra that exist
, one for each isotype found

/’)
<

DOE/Grand Junction Office Data Analysis Manual, Rev. 0
January 2003 Page 9-2






Radionuclide Data

able from the Internet, but published values from Firestone and Shirley (1996) will be
used to promote céhsistency and traceability in log data. Tables A-1 and A-2 provide lists of
significant a lings of interest. More detailed tables are provided for use by the analysts,
sorted bw%?ad' uclide or gamma energy value. For gamma energy values expressed in
kilo-electron-voM§ (keV), two decimal places is sufficient accuracy. Note that gamma yield
values are fréfjuently expressed in percent (gammas per 100 decays). However, the quantity Y
used in the concentrg#fOn equation is expressed in gammas per decay; this is always a number
between 0 and 1.

Within Aptec PCMCA/Win, the Identify Peaks routine uses information stored in a library file
(*.LIB) to identify each pealg¥y matghing the closest energy line. Identify Peaks is generally set
up to run with a tolerance of V 3-4 &V, and peaks may be misidentified if energy levels are too
close together. For this reagon, Ji#frary files have been edited to remove selected peaks where the
difference in gamma energy level is less tifan about 5 keV. Three Aptec library files are
available for use in spectral analw .LIB, SGLS.LIB, and HRLS.LIB. Both KUT.LIB and
SGLS.LIB are used with the SGls#8. The .LIB file lists naturally occurring radionuclides
and primarily is used for processing of riﬁcatioyra. In cases of two closely spaced peaks,

preference is given to peaks associat€d with naturally occurring radionuclides. SGLS.LIB is

used for processing of SGLS log spectra. In ca€es0t two closely spaced peaks, preference is
given to peaks associated with man-made rddionuclides,unless the natural gamma line is
r

relatively prominent. HRLS.LIB is used 6t processi Pth HRLS verification and log spectra.
It contains an abbreviated list of radionuclideM erence given to peaks associated with
man-made radionuclides. The last three colurfins in Tables A-1 and A-2 indicate which gamma
lines are included in each of the three libraries. An “M in the library column indicates that a
region of interest is “forced” for that gamma line, and @én MDAywill be computed, even if no
peak is detected when “Create force MDA” is checked und
Note that half life and yield values in these library file
from Firestone and Shirley (1996). This is due to the way data vg#fles are stoged in the Aptec

software. Values for half-life, yield, and “convert factor” stored gef’the library file are not used in
calculations and can be ignored. ( -

Gamma energy levels are the primary diagnostic factor in identification gf nown
radionuclides, and nuclear data may be required for other purposes. Gf¥€n below are ﬁnnotated
sources of radionuclide data on the Internet (as of April 2002). /‘

The Isotopes Project -- http://ie.lbl.gov/. The Isotopes Project compiles, evatuate
disseminates nuclear structure and radioactive decay data for basic and applie

DOE/Grand Junction Office Data Analysis Manual, Rev. 0
January 2003 Page A-2



Lund/LBNL T'able of Isotopes -- http://ie.lbl.gov/toi.html. A good starting point for nuclear

will eventually include search facilities, table generators, charts and drawings of all nuclear

structure yay data in the Table of Isotopes book.

The Lund/LBN uclear Data Search -- http://nucleardata.nuclear.lu.se/NuclearData/toi/.

Provides the géfpability to search by alpha or gamma energy level.

National Nuclear Jata Cfger -- http://www.nndc.bnl.gov/. The National Nuclear Data Center
(NNDC) is funded by the U'S. Department of Energy to provide information services in the
fields of low- and m-energy nuclear physics to users in the United States and Canada. In
particular, the Center can proysd®e infprmation on neutron, charged-particle, and photonuclear
reactions, nuclear structure,fand decgy data.

U.S. Nuclear Data Prografir-- http://wwa.nndc.bnl.gov/usndp/. The U.S. Nuclear Data
Program (USNDP), a DOE-funded prggect, brings together a number of Laboratories to
assemble, maintain, and disseming#€ a unifigd body of nuclear data to be used to support basic
nuclear research and a wide variety of nyefear applications. These data include nuclear structure
and nuclear reaction data, the decay gfOperties of nuﬂé nuclear masses, and astrophysical

reaction rates. / 7

Gamma Spectrometry Center -- http://iddfiel. gov/ garffma/. This site includes integrated

technical reference material of gamma energies, ﬁpe‘ctra, and actual spectra in catalog
form, history of gamma-ray spectrometry at t EEL, and links to other sources of nuclear
data.

Radiation Information Network -- http://Www.physws.isu.yz/radinf/ . Emphasis on radiation
protection information. Links to a wide range of sitess

RSO Toolbox -- http://www.physics.isu.edu/radinf/rsotoolboxgfim

RadWaste.org -- http://www.radwaste.org/index.html

=N
NIST Physical Reference Data -- http://physics.nist. gov/thsReﬂ)a?/conten html

Canberra -- http://www.canberra.com/index2.htm. Canberra is a m@ plier of analytical
instruments, systems, and services for radiation measurement. Applications for Canbejra
offerings include health physics, nuclear power operations, Radiation Monitor'{{§yste
(RMS), nuclear safeguards, nuclear waste management, environmental radiochemistgg#nd other
areas. As a part of the recently formed, $9 Billion Areva group, the new Ca%Berr as been

formed from three previous companies - Canberra Industries, Aptec-NRC, and’Eurisys Mesures.
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The site includes technical articles and guidance on various aspects of radiation detection and

established#6 providg/a focused resource combining the information on light and radiation
detectors”and thej
resources with®nline quote and purchasing capability.

»
Detectotyg- http://www.detectorportal.net/. Detectorportal.net is a unique service
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Table A-1. Radionuclide Data Sorted by Nuclide and Yield

Na Desc Yield (%) Half Life KUT SGLS HRLS
240 10.67 1.28E+09 yrs MDA MDA X
Th-232 Pb-212 43.3 1.41E+10yrs MDA X X
Th-232 TI-208 35.34 1.41E+10yrs MDA MDA
TI-208 30.11 1.41E+10yrs MDA MDA X
N Ac-228 26.6 1.41E+10yrs MDA X
Ac-228 16.17 1.41E+10yrs MDA X
Ac-228 11.25 1.41E+10yrs MDA X
TI-208 8.06 1.41E+10yrs MDA
Bi-212 6.58 1.41E+10yrs X
Ac-228 5.11 1.41E+10yrs X
Ac-228 4.44 1.41E+10yrs X
TI-208 4.43 1.41E+10yrs X
Ag-228 4.34 1.41E+10yrs X
Rg-224 3.97 1.41E+10yrs X
. -228 3.88 1.41E+10yrs X
Th-232 270.24 Ac-228 3.43 1.41E+10yrs X
Th-232 3 Pb-212 3.28 1.41E+10yrs X
Th-232 1588.21 Ac-2 \_ 3.27 1.41E+10yrs X X
Th-232 328 28 | ] 295 1.41E+10yrs X
Th-232 129.07 c-228 2.45 1.41E+10yrs X
Th-232 277.36 TI-208 2.27 1.41E+10yrs X
Th-232 409.46 1.94 1.41E+10yrs X
Th-232 835.71 Ac-228 1.68 1.41E+10yrs X
Th-232 1630.63 Ac-228 /\6 \[| 1.41E+10yrs X X
Th-232 772.29 Ac-228 1.5 4|  1.41E+10yrs X
Th-232 1620.5 Bi-21 1.4 1.41E+10yrs X X
Th-232 99.5 Ac-228 A 1.41 yrs X
Th-232 84.37 Ac-228 1.27 1.4 +10yrs X
Th-232 785.37 Bi-212 1.1 1 4#E+10yrs X
Th-232 755.32 Ac-228 1.01 / FL1E+10yrs X
Th-232 726.86 Ac-228 0.64 1.41E+10yrs X
U-238 609.31 Bi-214 40797 4.4TEF09yrs MDA MDA
U-238 351.92 Pb-214 35.8 s MDA X
U-238 295.21 Pb-214 18.5 2.4TE+09 yrs MDA X
U-238 1764.49 Bi-214 15.36 ¥ 4.47E+09yrs MDA MDA
U-238 1120.29 Bi-214 14.8 4.47E+09 \ MDA X
U-238 241.98 Pb-214 7.5 4.47E488yrs X
U-238 1238.11 Bi-214 5.86 4476809 yrs X
U-238 2204.21 Bi-214 4.86 4.47E+09yrs MDA X
U-238 768.36 Bi-214 438 4.4 X
U-238 1377.67 Bi-214 3.92 4.4TE+09yrs
U-238 186.1 Ra-228 3.5 4.4TE+09yrs A
U-238 934.06 Bi-214 3.03 4.47E+09yrs X X
U-238 1729.6 Bi-214 2.88 4.47TE+09 yr X X
U-238 92.38 Th-234 2.81 4.47TE+09yrs
U-238 1407.98 Bi-214 2.8 4.47E+09yrs X
U-238 92.8 Th-234 2.77 447E+09yrs | ©  «x = )
U-238 1509.23 Bi-214 212 4.4TE+09yrs x 4 x 4
U-238 1847.42 Bi-214 2.04 4.47E+09yrs x x4
U-238 1155.19 Bi-214 1.64 4.47TE+09yrs X 4
U-238 1401.5 Bi-214 1.55 4.47E+09yrs X \
U-238 2447.86 Bi-214 1.5 4.47TE+09yrs MDA X )
U-238 665.45 Bi-214 1.29 4.47TE+09yrs X 7/
U-238 1661.28 Bi-214 1.14 4.47E+09yrs X x¥
U-238 2118.55 Bi-214 1.14 4.47E+09yrs X N
U-238 806.17 Bi-214 1.12 4.47TE+09yrs X
U-238 785.91 Pb-214 0.85 4.4TE+09yrs X |
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Table A-1. Radionuclide Data Sorted by Nuclide and Yield

Name Energy Desc | Yield (%) Half Life KUT SGLS HRLS
U-2 1001 Pb-214 0.84 4.47E+09yrs X
0 1332.5 99.98 5.271yrs X X
99.9 5.271yrs X X
Rh-106 9.93 373.643 day X X
29.6 2.7582yrs X X
17.86 2.758 yrs X
11.31 2.7582yrs X
10.49 2.7582yrs X
6.82 2.758yrs X
86 100000 yrs X X
82.56 100000 yrs X
. 97.56 2.062yrs X X
Cs-134 795.85 85.44 2.062yrs X X
Cs-13 661.66 \ 85.1 30.07 yrs X MDA MDA
Eu-152 121 ) 28.42 13.542yrs X
Eu-152 34428 / 26.58 13.54 yrs X X
Eu-152 1408.01 A 20.87 13.54 yrs X X
Eu-152 . 13.54 13.54 yrs X
Eu-152 778.9 12.96 13.54 yrs X
Eu-154 123.07 = 40.79 8.593yrs X
Eu-154 1274.44 I 4 35.19 8.593 yrs X X
Eu-154 723.31 ) 20.22 8.593 yrs X X
Eu-154 873.19 N_ 12.27 8.593 yrs X
Eu-155 105.31 v 21.1& 4.7611yrs X
U-235 185.72 2 7.04E+08 yrs X X
U-235 143.76 10.96 )| 7.04E+08yrs X
U-235 163.33 508 4 7.04E+08 yrs X
U-235 205.31 7.04E+08yrs X
Np-237 312.17 Pa-233 8.6 2.%6 yrs X X
Np-237 86.48 12.4 4.761yrs X
Np-237 300.34 Pa-233 6.62 / %EHOyrs X
U-238p 1001.03 Pa-234 0.84 4.47E+09yrs X X
U-238p 811 Pa-234 0.51 4 4A7E+® yrs X X
U-238p 766.36 Pa-234 0.2 +09 yds X X
Pu-239 51.62 0.0271 yrs X X
Pu-239 129.3 0.0063 24110yrs X X
Pu-239 375.05 0.0016 \ X X
Pu-239 98.78 0.0012 ) X
Am-241 59.54 35.9 X X

Notes:

ii.

Yields for ***T1 are adjusted to account for the branching ratio (0.359

other branches are ignored.

24110yrs
241 rs
432.2yrs l

For natural radionuclides, all lines are associated with the parent radio
life of the parent is given. The daughter radionuclide from which t
description column.

ide (**U or **2Th) and the half-
i gfied is indicated in the

or the decay of *'*Bi to **T1. All

/’)
~ )

~

A
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Table A-2. Radionuclide Data Sorted by Energy

Na Energy Desc | Yield (%) Half Life KUT SGLS HRLS
7239 51.62 0.0271 24110yrs X X
Am-241 .54 35.9 432.2yrs X X
Th-232 Ac-228 1.27 1.41E+10yrs X
12.4 4.761yrs X
N Th-234 2.81 4.4TE+09yrs X
Th-234 2.77 4.4TE+09yrs X
0.0012 24110yrs X
Ac-228 1.28 1.41E+10yrs X
21.15 4.7611yrs X
28.42 13.542yrs X
40.79 8.593 yrs X
Ac-228 2.45 1.41E+10yrs X
N 0.0063 24110yrs X X
J ) 10.96 7.04E+08yrs X
5.08 7.04E+08 yrs X
- 6.82 2.758yrs X
U-235 1 57.2 7.04E+08 yrs X X
U-238 186.1 Ra-2 \ 35 4.4TE+09yrs MDA
U-235 205.31 ) 5.01 7.04E+08 yrs X
Th-232 209.25 c-228 3.88 1.41E+10yrs X
Th-232 238.63 Pb-212 43.3 1.41E+10yrs MDA X X
Th-232 240.99 3.97 1.41E+10yrs X
U-238 241.98 Pb-214 75 4.4TE+09yrs X
Th-232 270.24 Ac-228 /9943 V| 1.41E+10yrs X
Th-232 277.36 TI-208 227 J|  141E+10yrs X
U-238 295.21 Pb-21 18, 4.4TE+09yrs MDA X
Th-232 300.09 Pb-212 78 1.41 yrs X
Np-237 300.34 Pa-233 6.62 1.4E+10yrs X
Np-237 312.17 Pa-233 38.6 2 JAE+06 yrs X X
Th-232 328 Ac-228 2.95 / F41E+10 yrs X
Th-232 338.32 Ac-228 11.25 1.41E+10yrs MDA X
Eu-152 344.28 261597 1354 yrs X X
U-238 351.92 Pb-214 35.8 s MDA X X
Pu-239 375.05 0.0016 24110yrs X X
Th-232 409.46 Ac-228 1.94 ®  1.41E+10yrs X
Sb-125 427.88 29.6 2.7582 \ X X
Th-232 463.01 Ac-228 4.44 141E40yrs | ) «x
Sb-125 463.37 10.49 2.7682yrs X
Th-232 510.77 TI-208 8.06 1.41E+10yrs MDA
Th-232 583.19 TI-208 30.11 1.4 MDA MDA X
Sb-125 600.6 17.86 2.758yrs X
Cs-134 604.7 97.56 2.062yrs X
U-238 609.31 Bi-214 44.79 4.4TE+09yrs MDA DA X
Ru-106 621.93 Rh-106 9.93 373.643d X X
Sb-125 635.95 11.31 2.7582yrs X
Cs-137 661.66 85.1 30.07 yrs X MDA MDA
U-238 665.45 Bi-214 1.29 447TE+09yrs | © X = )
Sn-126 666.1 86 100000 yrs p X l X
Sn-126 694.8 82.56 100000 yrs v x&
Eu-154 723.31 20.22 8.593 yrs & X
Th-232 726.86 Ac-228 0.64 1.41E+10yrs X \
Th-232 727.33 Bi-212 6.58 1.41E+10yrs X )
Th-232 755.32 Ac-228 1.01 1.41E+10yrs X 7/
U-238p 766.36 Pa-234 0.29 4.47E+09yrs x¥
U-238 768.36 Bi-214 438 4.47E+09yrs X N
Th-232 772.29 Ac-228 15 1.41E+10yrs X
Eu-152 778.9 12.96 13.54 yrs X |
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Table A-2. Radionuclide Data Sorted by Energy

Desc | Yield (%) Half Life KUT SGLS HRLS
Bi-212 1.1 1.41E+10yrs X
Pb-214 0.85 4.47E+09yrs X
Ac-228 4.34 1.41E+10yrs X
85.44 2.062yrs X X
Bi-214 1.12 4.47E+09yrs X
Pa-234 0.51 4.47E+09yrs X X
Ac-228 1.68 1.41E+10yrs X
TI-208 4.43 1.41E+10yrs X
12.27 8.593 yrs X
Ac-228 26.6 1.41E+10yrs MDA X
Bi-214 3.03 4.47E+09yrs X X
Ac-228 5.11 1.41E+10yrs X
Ac-228 16.17 1.41E+10yrs MDA X
Pb-214 0.84 4.47E+09yrs X
P4-234 0.84 4.47E+09yrs X X
Eu-152 111@.12 13.54 13.54 yrs X
U-238 1120.29\ i-214 14.8 4.47E+09yrs MDA X
U-238 . Bi-214 1.64 4.47E+09yrs X
Co-60 1173.24 99.9 5.271yrs X X
U-238 1238.11 W‘ 5.86 4.47E+09yrs X
Eu-154 1274.44 35.19 8.593 yrs X X
Co-60 1332.5 ) 99.98 5.271yrs X X
U-238 1377.67  N_ Bi-2 3.92 4.47E+09yrs X
U-238 1401.5 1-214 1.58 4.47E+09yrs X
U-238 1407.98 Bi-214 8 \ 4.47E+09yrs X
Eu-152 1408.01 20.87 ) 13.54 yrs X X
K-40 1460.83 10.67/ 1.28E+09yrs MDA MDA X
U-238 1509.23 Bi-214 4.47E+09yrs X X
Th-232 1588.21 Ac-228 27 1.%0 yrs X X
Th-232 1620.5 Bi-212 1.49 1.41E+10yrs X X
Th-232 1630.63 Ac-228 1.6 / "Z1E+10yrs X X
U-238 1661.28 Bi-214 1.14 4.47E+09yrs X X
U-238 1729.6 Bi-214 2.88 4.4TE+88yrs X X
U-238 1764.49 Bi-214 15. 4. +09 s MDA MDA
U-238 1847.42 Bi-214 2.04 ATE yrs X X
U-238 2118.55 Bi-214 1.14 4.47E+09yrs X X
U-238 2204.21 Bi-214 4.86 4.47E+09yrs \ MDA X
U-238 2447.86 Bi-214 15 4.47% ) MDA X
Th-232 2614.53 TI-208 35.34 1.41EfF10yrs l MDA MDA
Notes: \/

1. For natural radionuclides, all lines are associated with the parent radioggide (***U or ***Th) and the half-
life of the parent is given. The daughter radionuclide from which thg®tamma is egg#ffed is indicated in the
description column.

ii. Yields for **T1 are adjusted to account for the branching ratio (0.3594#%or the decay of *'*Bi to **T1. All

other branches are ignored.

A

/’)
~ )
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Gamma-Ray Spectrum Analysis
and Concentration Calculation

systets commonly used at Hanford, 4096 channels are available. The raw gamma spectrum thus
consists of a listing of counts in each channel number. During decay, many radionuclides of
interest emipg@amma photons at specific energy levels, which are a function of transitions within
the atom# Althouglsome radionuclides, such as 3H, 90Sr, or Tc emit no useful gamma photons,
others, such a 0, *’Cs, or >*Eu emit one or more gamma rays at specific energy levels that
are diagnostic of the prgsence of the radionuclide. Analysis of gamma spectra consists of
identifying peaks infgﬁ@wcﬁa, establishing a relationship between channel number and
energy level, identi yigi the’radionuclide from the presence of diagnostic peaks, estimating

background count et counts for each peak, and calculating the estimated or apparent
concentration based on an assygaed djstribution and detector geometry.

The calculation is performed as a gifo-step process. In the first step, spectra analysis software is
used to identify peaks an ne net cgunts. In the second step, an Excel workbook is used
to calculate concentrations from the net count values. A brief description of the process,
including specific format details %stiruct' ns for the Excel workbook, is presented below.
Appendix C contains a more detfiled discyéSion of the Aptec software used for spectrum

analysis. /

Spectrum Analysis Program / /

Gamma-ray spectra are acquired in the OY c(*.C f)ﬁnat, and are analyzed with the Aptec
Instruments Limited (Aptec) spectrum analysisgfogram PCMCA/WIN (Aptec Instruments Ltd.,
North Tonawanda, New York); the version currently used is Version 6.3.1, Release 14.
PCMCA/WIN can analyze the spectra in (*.CHN) forrn?ﬁfectl . Although spectra can be
converted to the Aptec *.S0 format before analy51s using a profram (filecon.exe) furnished by

i .CHN) format, and to

Three PCMCA/WIN analysis algorithms are used: Peaksearch, tifit, and Identifj/ Peaks.
Peaksearch identifies features, called “regions of interest” (ROIs), tha mlght bg peaks by
scanning a spectrum several times. The first scan simply seeks “statidtically significant ‘bumps’
above background” (OSQ/PLUS Installation and Operations Manu@v. , p- 16, Aptec
Instruments Ltd.), which are at least four multichannel analyzer (MCA) channels wide) A
“bump” could be a full energy peak, an escape or sum peak, a superposition o?ﬂ). or mo
peaks, or high counts that happen, through statistical fluctuations, to occur in d set of
more contiguous MCA channels. In subsequent scans, backgrounds for all ROIs g#€ determined.
A ROI background is represented by a polynomial function, up to fifth degree#fhat is fitted to
counts in a number of “end channels” (channels on either side of the ROI that contain only
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background counts). The degree of the polynomial is specified by the analyst, as is the number
of end channgjs. The maximum number of channels on either side is 32. The software provides a

umber of end channels is used for background fitting, the background determinations
may be assisted bysMethod 2. 1If Method 2 is invoked, background counts for channels inside the
ROlIs are esti d by linear interpolation and the background function is fitted using the
estimated)K:in annels inside the ROI, as well as counts from the end channels.

For each RQJ#wo quantities are determined. “Gross counts” is the sum of all counts
accumulated in chan?llhvit in the ROI. Background counts are the sum of background counts
for channels within ¢he RQI determined from the fitted background function. Each ROI is
statistically tested as fo}lows. The ROI percent error is calculated by

rycounts background counts
percent error =100 x \/g ( & X G
et counts

»
(PCMCA/SUPER Installation az;(?tion Manual, Rev. 00, p. 47, Aptec Instruments Ltd.),

in which the value of o (“error si ’) is engfred by the analyst (o = 2 has been consistently
used). The maximum acceptabl¢ error vgie is specified by the analyst. ROIs with percent
errors less than this criterion are accggfed as peaks ile ROIs with greater errors higher are
rejected. If peaksearch discards a ROI, the re ROIs are re-analyzed because of the
possibility that the ROI rejection might affepz ackgrounds functions for adjacent ROIs.

Vg
In the final spectrum scan, Peaksearch calculates ity of each ROI, in counts per second.
An intensity is essentially the net counts (grosgg€ounts — background counts) for the ROI divided

by the live counting time. Peaksearch also calculates the centrqid, using one of several methods
specified by the analyst. If a ROI corresponds to a fullKerEy pgak that is isolated, i.e., free of
overlaps from other nearby peaks, then the centroid should b

energy and Peaksearch intensity should be an accur i
gamma intensity is not too high.

n accurate estimate of the peak
ate of the

intensity, provided

Peaksearch uses a statistical criterion to accept ROIs as pe use the Mariscotti
criterion or other shape analyzing techniques to attempt to distingysfi true peaks from
anomalous statistical features, nor does if attempt to determine #a ROI cgptaing several

superimposed peaks. ROIs are analyzed in more detail by the Multiﬁtflgorith

Multifit analyzes each ROI to look for evidence of multiple peaks w}'thm\_th Ol. Aptec’s

OSQ/PLUS Installation and Operations Manual (Rev. 01, p. 23) states: “It has begn shown tat
the best way of locating the centroids (centers) of overlapped peaks is by lookisfg at the
to positive crossing of the third derivative of the ROI. To compute the thir@erivati
spectral data, one can cross correlate the spectrum with a filter function defined
derivative of a Gaussian distribution.”
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After tentatively identifying peak centers within ROIs, Multifit performs the following test for
each peak cengter candidate. The sum of counts for the 5 MCA channels centered on the

For each peak center that is accepted, Multifit iteratively fits a Gaussian distribution function
(GDF) to eachgpeak agjusting parameters, and comparing the fitted results to the spectral data.
The three #DF parapgfeters that can be varied for peak fitting are centroid position, amplitude,

and full width atdalf maximum (FWHM). Variations in the FWHM are usually constrained by a
“resolution ration,” which is a polynomial function (up to fifth degree) that relates the
FWHM values to the ‘A channel numbers of the corresponding peak centers. This can be
“imported” from a m analyzed spectrum, in which case the GDF fitting algorithm
establishes FWHM values that are consistent with the imposed resolution calibration. If a
resolution calibratioff1s not imported, multifit will derive a resolution calibration using the
FWHM values determined b fittgd GDFs. The program can display a plot of the FWHM
values and the resolution calibrationgfunction, and the analyst can check the data for consistency
with the usual trend; FWHM sh gradually increase as peak energy increases. Wide ROIs
may be fitted with several overlapping GD¥'s, which the Aptec manuals refer to as “multiplets.”

Gamma-ray sources are identifiedefia the dig€nostic gamma-ray energies. PCMCA/WIN
calculates energies corresponding to pegi#Centers exprgssed in MCA channel numbers using an
energy calibration function. Like thgffesolution cal#ration function, an energy calibration
function can be imported from a previously ?Qrw spectrum. If an energy calibration is not
imported, it can be determined for any spect#fum that has peaks for which the energies of the
associated gamma rays are known. The R@VCA/WIN én gy calibration feature allows the
analyst to assign energies to the MCA channe‘w rresponding to the centers of such
peaks. PCMCA/WIN then determines a polynefhial (up to 5™ degree) energy calibration function
that relates MCA channel number to energy.

After PCMCA/WIN assigns an energy value to the centroid gff€very peak jn a spectrum, the

than the specified tolerance, the peak is identified.

Obviously, the source radionuclide associated with a spectral p€ak will ngsbe identified if there
is no entry for that radionuclide in the library file. However, within th€ spect listing (*.LST)
file, PCMCA/WIN will compile a list of unidentified peaks, with the associatgd energies and

intensities. It is the responsibility of the analyst to survey the unider\lﬁﬁil peak lists t(; determine
if any previously undetected sources are present. /.

In logging practice, verification spectra are recorded at the beginning and eng of ea
the sonde in a verification source containing known gamma lines with consiste
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known geometry. Verification spectra are analyzed independently, and provide the energy and
resolution caljbration for analysis of log spectra.

y source intensities can be calculated from the peak intensities (activities) via the
libration. The detector calibration equation is an energy-dependent function that
relates peak intensity to the corresponding intensity of the source in the medium being logged, in
gamma rays pgissecond per gram. The source concentration can easily be calculated from the
source intygy.s

Data for detgpfMination of the calibration function are gained by logging four or more borehole
calibration standards onfain known concentrations of the naturally occurring gamma-ray
emitters, potassium OK),ygnium (***U and #*U and their decay progenies), and thorium (*>Th
and its decay progenies). DOE borehole calibration standards are large blocks of concrete that
contain uniform diStrBlitions of potassium-, uranium-, and thorium-bearing minerals. Most of
the blocks are right circular cydfrders\with a 4.5-in.-diameter test hole aligned along the cylinder
axis. The following table diSplays sgurce concentrations for the DOE standards that are
customarily used (concentration deffa are from Steele and George [1986]). These standards
reside at a Hanford calibra center located near the main entrance to the 200 West Area.

Source Conce

tions forghe Hanford Calibration Standards
40 22611a 232Th
Standard Concentrat/ Corﬂtration1 Concentration

Name (picocuries per gram) | (pigocusies per gram) | (picocuries per gram)
SBK 53.50 = 1.67 1.16 £0.11 0.11 +£0.02
SBU 10.72 + 0.84 190.524: 5.81 0.66 + 0.06
SBT 10.63 £ 1.34 02 50.48 58.11+ 1.44
SBM 41.78 £1.84 25.79 £4.00 39.12+1.07
SBA undetermined 61.2+1.7 undetermined
SBL undetermined 32@ ) undetermined
SBB undetermined 903 + 27 undetermined
SBH undetermined 316 £ ndetermined

' Radium-226 is the fifth decay product of Z*U. If **Ra is in decay equij)

chain.

The source concentrations are expressed in picocuries per gram (whiclpis actually activity per
. . . o e -12
unit mass). A picocurie (pCi) is 10

definition.

of a curie, and a curie is 3.7 x 1

~

For each source in a calibration standard, the product of the source concentraty
associated gamma-ray yield (number of gamma rays emitted per decay) is the sourc
gamma rays per second per gram. Gamma-ray yield values are published in nu
compilations, such as Firestone’s Table of Isotopes (Firestone 1996).

N

1
% dec
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In the case of ***U, most of the “uranium” gamma rays originate not in U itself, but in decay

progenies, notably *'*Pb and *'*Bi, the eighth and ninth **U decay products, respectively. In the
ibrati andards, 2**U and its decay progenies exist in concentrations consistent with secular
uilibrium, in which the decay rates of *'*Pb and *'*Bi are assumed to be equal to the
decfly rate of ***and the source intensities for the *'*Pb and *'*Bi gamma rays can be
calculated ultiplying the *'*Pb and *'*Bi gamma-ray yields by the **U concentrations.

Similar argumentsapply to **Th. Most of the “thorium” gamma rays originate in ***Ac, *'*Bi,
and 208T1.)\;]?308T1, it is also necessary to compensate for a branch in the decay chain: only
the

about 36% 2125 decays to ***TI; the remaining 64% decays to *'*Po, which then decays to
205pp.

Potassium, uranium, horjum provide more than 250 gamma rays that are potentially
detectable with the [oggi tectors. Of these, about 50 gamma rays spanning an energy range
from 129.1 keV (***Ac)thorTum series) to 2614.5 keV (*°*T1, thorium series) have source
intensities high end o be useful for calibration. These source intensities have been

calculated for all of the calil?!'bn standards.

The other data needed for calibragsén are spectral peak intensities. These can be acquired by
logging the calibration stan s and analywing the spectra.

The value of the calibration functigf, /(E), fof a particular energy, E, is:

_ source intensity for thegimma ray of a(rgy E
spectral peak intensity for the gamyfaﬁf energy E

I(E)

-

For the first calibration, this equation wa%ed to ca ula) values of /(E) for many E values,
then the /(E) and E values were analyzed with % 1tting program to determine a calibration
function that could be used to calculate a valut for /(E) for any observable value of E. A
calibration function of the following form was determinge”

I(E)=(4+ B-In(E))* .

To recalibrate, the calibration standards are logged, and the sp
determined and used to calculate revised values of the cali s, A and B, in the
calibration function.

. -
Source Concentrations (

The concentration of a radionuclide is calculated as follows. The pé@.k_iﬁ‘ge ity is determined,
then multiplied by the value of I(E) for the particular energy. The product of /(E) and the pegk
intensity is the source intensity, in gammas per second per gram. The source ipfensity is
multiplied by the conversion factor, 27.027 picocuries per decay per seconQ,.and divid€d by the

gamma-ray yield, in gammas per decay. The result is the source concentration, ig#Hicocuries per
gram. That is, the concentration is
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concentration = [(E) - P - 27.)(,)27 ’

whergs is the corrected peak intensity, in counts per second, and Y is the gamma-ray yield, in
garfimas per de

nsity Corrections

»
Hanford loggige~involves several instrumental and environmental effects that act to reduce
spectral intensy#es. Calculated gamma-ray source concentrations would be erroneously low
if corrections wegé€not applied to offset these effects. Corrections for system dead time,
borehole cagiefz, and borehole water have been developed, and should be applied, when

appropriate, to peak ?ﬂ(siti before such intensities are used to calculate source
concentrations.

Dead Time Corréﬂﬂ%

If a photon enters a detectofand dep@sits energy, a brief signal processing time (usually around
107 sec) typically follows', duri hich the system cannot respond to additional photons that
enter the detector. When thé'gamma-ray #ix on the detector is high, significant numbers of
photons go undetected, and the count is lgwer than would have been the case if every photon
had been tallied. /E

Dead time typically is expressed as g#fercentage. It Alculated by:

DT(%)=100x (RT — LT)/ RT //

Where RT is the real time (clock time) over w%dﬁgctor is operational, and LT is the live
time, or time in which the detector is capable #f generating counts.

SGLS dead time effects were characterized as follows( Small ltton *’Cs sources were fastened
near the detector inside the sonde. The flux of 661.6-keV ma rays frgm these sources was
constant (within statistical fluctuations) at the detectors was not highf enough to elevate the
dead time beyond a few percent. Without disturbing the B7Cs soyses, the sopde was placed in
the upper end of the test hole in the Department of Energy G
calibration standard (uranium concentration = 7460 = 465 pCi/g). Ing#lly, the sonde was distant
from the upper boundary of the uranium-bearing zone, where thed€ad time was low. Spectra
were recorded as the sonde was incrementally advanced toward the urani#f-begring zone. Each
movement of the sonde increased the intensity of the gamma-ray ﬂux@t the degctor. As the
radiation intensity increased, the percent dead time rose, and the intensity of#fie 661.6-keV
gamma-ray peak decreased, even though the flux of 661.6-keV gam s was constant. The
decrease of the 661.6-keV gamma-ray peak was attributed to dead time, and an gempirical
correction to offset the dead time effect was deduced.

A

" If the processing time is approximately constant in duration, the system is said to be “non-paga#zable.” If the
processing time lengthens when additional photons enter the detector during processing, the system is “paralyzable.”
The gamma-ray systems employed by DOE-GJO are non-paralyzable.
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For the HRLS, dead time correction data were acquired in a similar manner, using point sources

1me correction is
P

dead timg#Orrectiop = Ky = ! 3
F+G'TD'IH(TD)+H'(TD)

in which 7p 8 the percent dead time and F, G, and H are constants. The correction is
implemented by mumng e measured peak intensity by the dead time correction.

Constants for the dead ﬁ'me correction function are dependent on the logging unit and type of
system:

Logging Unif / F G H
SGLS Gamma 1A, 1B & 197 1.0080 -4.71E-4 -5.73 E-7
SGLS Gamma 2 _»1.0322 -1.213 E-3 -1.89 E-7
HRLS Gamma 1C 1.033 -1.2E-3 -1.6 E-6
RLS-1 /f 03 -4.8 E-4 -4.8 E-7

Although the dead time correction wagsferived from a for the *’Cs gamma-ray peak,
additional investigations have showf that the co on is not limited to the 661.6-keV gamma-
ray peak, but is applicable to peaks for all g% energles

Steel Casing Correction )

SGLS calibration functions are based on data collected by logging uncased holes. Obviously, the
presence of steel casing reduces the observed gamma ‘i?eﬁﬁty, o application of the calibration
to cased hole data would lead to underestimated radiofuclide géncentrations.

mounted over the sonde. The casing correction at a particular ener was defined as follows:

. peak intensity for gamma energy £ from the uncgsefrﬁeasirement
correction at energy E = - :
peak intensity for gamma energy E from the cdsed meagfrement
A\

2 The KW Model standard has potassium, uranium, and thorium distributed in a large rectang lock. The
standard has five test holes with diameters of 3.0, 4.5, 7.0, 9.0, and 12.0 in. The sonde and sections of test casing
could be placed in any of the three large-diameter holes.

)
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Thus, if the value of the correction at energy E were known, the peak intensity from a cased hole
measurement gcould be multiplied by the correction to derive the peak intensity that would have

fitting parameters is related to the casing thickness, 7. For T’
parameters are:

fitting parameters.

expressed in inches, thf fit

A. =-0.022+1.241-T

Where E is the gamma-gay energy, expressed in kilo-electron-volts, and 4., B,, and C.are the
?ﬁﬁi@e
g

/‘

B, =1.17x10" -0.000213-

C,=172+3532-T /

These values are applicable when the g#€ing thickne between 0.2 and 2.0 in., and for
gamma-ray energies between 186 arfld 2615 keV, Care should be taken when extrapolating the
casing correction to energy values beyond t]'y(a e. Recent logging experience indicates the
casing correction factor may be signiﬁca@low at 60 leeV.

Water Correction / )

Calibration data were collected by logging uncased holz(ﬂ'e‘voi of liquid. A borehole filled
with water is occasionally logged. Obviously, water stirroundjflg the sonde has an effect similar
to that of casing, and a correction function is requir; i

> 4

without water and again with water; the sonde was centered for all surements. The
corrections were formulated similar to the casing corrections, i.g#fa peak intensity from a water-
filled hole measurement is multiplied by the correction to determine th ifffensity that would
have been recorded if the water had been absent. ;

N~

A water correction function for the SGLS was determined by combining measurementg from
both logging systems and using the averaged results to generate an energy-depgsflient wat
correction function:

C A
K, :exp(Aw+Bw><E+ bfj
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Where E is the gamma-ray energy, expressed in kilo-electron-volts, and 4, B,, and C,, are the
ters. Each of the fitting parameters is related to the hole diameter D. For D
expre in inches, the fitting parameters are

2
/ 1.406_ﬂj
D

-
B),/W 129 0.000307
D
D

C, =
0.168 ?;.0097 ; D

These values are &Q@ble when the borehole diameter is between 4 and 14 in., and for gamma-
ray energies between 186 and 2615 keV. Because all of the water correction data were acquired
with the sonde centered in tf&)\reh e (the cylindrical axis of the sonde coincided with the
borehole axis), these water Correctighs are valid only for measurements acquired with the sonde

centered.
P 2
ad
e “
/,.
r
N
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Excel Workbook Instructions

ng discussion is included on the Description page of the Excel workbook for log data
s specific details and operating instructions for calculating radionuclide

This spreadshegisis desjgned for routine calculation of concentrations from *.RAS files generated by
SGLSoffIinfhG

s specific for a given system. The file name indicates the system and calibration date.

is the correct workbook for SGLS Gamma 2B, using calibration data from November 2001.
Calibration constants uilt inh To modify the workbook for a different system or to update calibration,
make the following cHangess:

On thewrksheet, change the calibration constants for I(E) in cells D13 and D14
On the DTC works ~chapge the dead-time coefficients in cells B7, B8 and B9.

Worksheets I(E), DTC, Casing, and ter are protected, except for cells where user input is allowed.

In libration data that should not be
»
changed
Indicates area re uger input may be made when
necessary
Summary Worksheet /

The summary worksheet contains the boreholeﬁa,(asing, and water data. This worksheet provides a
common place where the analyst can input datd that will be rgflected throughout the workbook. Casing
thickness values and depths are entered in thecells indicated’.?asing thickness values are cumulative
thickness for each interval.

Example: Outer casing 0.5 in. thick from 0 to 120 ft, with\inner casing 0.25 in. thick from 0 to
240 ft and open hole from 240 to 250 ft.

Casing Top Bottom
1 0 120 0.75
2 120 240 0.25
3 240 250 0
L4

If water is not a concern, enter "=NA()" in cell C8; any number in this c

ill be taken as the depth to

o
g

A
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usegifiput. Conc@b’ation is calculated from peak counts per second by:

Cu(pCil ) =22 1(E) K * K, * Pleps)

»
Where Y??dionu lide yield; I(E) is the calibration function; Kc and Kw are the casing and water

correction fgetors; and P is the net count rate. The /(E) worksheet contains a table of energy and yield
values fo®Commonly€ncountered radionuclides in cells A17:C36. I(E) is calculated for each energy level
in B17:B36 and gi&¥played in D17:D36. For convenience, the above equation is simplified to:

C,(pCilg)=M*K_*K,, *P(cps), where M =

The value of M is unique for e?&dio clide energy, and accounts for the yield of that peak, as well as
17:C

27027, 1 gy
Y

the calibration function. For a gfecific pgak, such as the 661.62-keV gamma line for Cs-137, the value of
3

M is constant. Yield values in re used to calculate specific M values, which are displayed in
F17:F36. The name IE is assigne he range 'I(E)"'$B$17:$f$36. Each individual radionuclide

worksheet looks up the correct M value by energy level. A plot showing I(E) as a function of energy (E) is
provided. /
DTC Worksheet

The DTC worksheet contains the dead Time correction fupction and generally does not require user input.
Coefficients in cells B7, B8, and B9 are used to ¢ |afe specific dead time corrections on each
radionuclide worksheet. A plot showing dead tinffe correction as a function of % dead time is provided.
Dead time corrections on the 0662HR page awndependenffﬁalculated using the function for the HRLS.

Casing Worksheet

The casing worksheet contains the casing correction funcWe thickness values entered in cells D4,
D5, and D6 on the summary worksheet should be reflectedlin cells GN1, D11, and E11. In each column,
the values calculated in rows 13, 14, and 15 are the coefficients fgithe casing cgrrection function. Casing

G for comparison purposes. Enter a casing thickness in G11, and corres ing casing correction
coefficients will be calculated. A plot of casing correction as a function nergy is provided.

N
Water Worksheet (

The water worksheet contains the water correction function. Depth to grohqdﬁt and borehole
diameter are reflected from values entered on the summary page. The name KW is assi ned)o the

range 'Water"!$B$21:$C$40. A plot of water correction as a function of energy is pro
N
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Radionuclide Worksheets (nnnn)

Input@olumns

depth, ft

dead time, %

peak cps

cps unc (in percent)

G/::f{

11 Peglenergy, keV

J1 B6ttom of ¥ casing interval ='Summary'iC4

J2 Bottom@f 2™ casing interval ='Summary'!C5

J3 m of 3" casimg interval ='Summary'lC6

K1 Casing corregfian, 1st int =VLOOKUP($I$1,KC,2,0)
K2 Casing ection, 24d int =VLOOKUP($1$1,KC,3,0)
K3 Casing correctigpf 3rd int =VLOOKUP($1$1,KC,4,0)
L2 Depth to ggg@indwater ='Summary'!C8

L3 Water correction =VLOOKUP($1$1,KW,2,0)
M2 Concentration coeffj ent @ =VLOOKUP($I$1,IE,5,0)

Calculated columns

Error, cps
Dead time corr
Casing corr
Water corr
DTC*Kc*Kw*M
depth, ft

conc, pCi/g
unc pCi/g
MDL, pCi/g

ADOTVOEZEr X~

ﬁlﬂl”
=IF(Bi<10.5,1,1/(DTC!$B$7+DTC!$B$8*Bi*LN(Bi)+DTC!$B$9*Bi*3))

=IF(Ai K$N\IF(Ai<=J$2,K$2,IF(Ai<=J$3,K$3,NA())))
—IF@Z), F(Ai<L$2,1,L$3))

=Ji*Ki*Li*M$

=IF(Ci<Ei,NA(),Mi*Cj
=Mi*li
=Mi*Ei

(
~
e
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correction. ce the shield correction may vary from run to run, it should be entered manually in column
dividual data are copied into the worksheet.

»
Inggk.columns
x\ depth, ft
B dead time, %
C peak cps
(in percent)
E /D \aD;cps
F
G F|Iename
H shield correction no shield ext shield |int shield both shields
1 3.758 27.42 96.4
Analysis parameters
J1 Bottom of 1st casing interval ='Summary'!C4
J2 Bottom of 2nd g&sing interval ='Summary'!C5
J3 Bottom o%::in ifterval ='Summary'lC6
K1 Casing correctiog#Tst int =EXP(1.434*(summary!D4-0.28))
K2 Casing corregfion, 2nd int / =EXP(1.434*(summary!D5-0.28))
K3 Casing correction, 3rd i / =EXP(1.434*(summary!D6-0.28))
M2 Concentration coeffl ent =3805.4 (Feb 2002 cal)
Calculated columns /
I Error, cps =Ci*Di/100
J Dead time corr =IF(Bi<10.5,4,1/(1.033-0.0012*Bi*LN(Bi)-0.0000016*Bi*3))
K Casing corr =IF(Ai<r(,K§S1,|F i<=J$2,K$2,IF(Ai<=J$3,K$3,NA())))
L not used
M DTC*Kc*Ks*M =Hi*i
0 depth, ft =Ai
P conc, pCi/g =IF(Ci<Ei,NA(),Mi*Cj
Q unc pCi/g =Mi*li
R MDL, pCi/g =Mi*Ei
o
(
—~
A\
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The grgs€cnt worksheet has gross gamma count data for the SGLS

I columns
depth, ft
B gross cps
C - true time, sec

live time, sec
dead time, %

F gross counts

Calculate mn

H ( Dead fime corr =IF(Ei<10.5,1,1/(DTC!$B$7+DTC!$B$S*Ei*LN(Ei)+DTCI$BS$I*Eir3))
| Depth, ft =Ai

J \)DTC cps =Hi*Bi
K Deac?.% i

grosscntHR Worksheet

The grosscntHR worksheet has gross gamma‘count data for the HRLS

Input columns /

depth, ft

gross cps /
true time, sec /

live time, sec /

dead time, % \/ -

gross counts / )

Calculated columns
H Dead time corr =IF(Ei<W/(1.0 3-0.0012*Ei*LN(Ei)-0.0000016*Ei*3))
Depth, ft =Ai

MTmMOO W >

|
J DTC cps =Hi*Bi
K Dead time, % =Ei
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Plot Worksheets

cted radionuclides as a function of depth. The plot helps the analyst check to ensure that
configuration is correct.

> 4

factors for
the_casi

Transfer yﬂot

To transfef data to S#§maPlot for final plotting, copy columns |, J, and K from the grosscnt worksheet and
columns O, P, nd R from each radionuclide worksheet onto the correct columns on the log data
worksheet. e the paste special function to transfer the data as values. The log data worksheet can

then be copied into Swit.)
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User’s Guide: Gamma Spectra Analysis
Parameters for Aptec Software

SETUP ROI BROPERTIES

properties screen is used to determine how various ROI values such as centroid, Full Width
Half Max, Backgréund rate, etc., are calculated. This screen is also accessible from the peak search
screen becy’fﬁe che¢ices made here affect the peak search.

ROI Properties for BDD97cab.chn
~ROI Bkgnd Line————————————— ~Centroid Calculated
" Straight Line " Between Gross Half Max

Least Square Fit Degree = Between Net Half Max

Cl1c2r3CACS  Between Net Tenth Max

" In[Cnts+1]) " In[Chan+1)  Over Whole ROI

¥ Use Method 2

™ None [setto zero) B SR Iy
\ i — " Net* Chan

o * *
MDA Sigma [1.645 Met * abs[Net] * Chan

 Use least squares fit parabola

Error Sigma IZ
|'EWHM & PWTM Calculati ‘

" Use least squares fit I~ Show As Percent

~ROI Bkgnd End Points
= \With lﬁ End Channels
CIWih 2 Low End Channels 12 |High End Channels:

| Qciaullsl Recall User Deiaullsl Save User Dciaulls” Cancel ”

¥ .
ROI Bkgnd Line ; 7”
7

The background line option offers the choic&a simple Straight Line fit between the end-point
background averages, or a Least Squares Egof either afirst through a fifth order polynomial
equation through the selected number of backgro Mels on each side of the ROI. A first order
fit is a straight line, a second order is a parabo%cdlz third order will allow an "S curve" type of fit.
After the peak search, the ROI background line will be?yn -screen and all ROIs recalculated.

Use Method 2

Use Method 2 uses a straight-line background fit to estimate back nd values inside the ROI and
number of end points and a high-order fit. [The final result res polynomial fit of the
specified order that will tend to be “flatter” through the ROL]

calculate the best background fit. Use of this method does not preclude speciffing a large number of
end channels. The only time a large number of end channels should\ngﬁ&e pecified is when there
are multiple peaks adjacent to each other, and at most, a second order fit is bein sed. ]

N
[Method 2 is a modified polynomial fit procedure that utilizes project?I valujnside the ROI to

A
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Centroid Calculated

Because n-Gaussian peak will produce a weighted average centroid several channels in the
direcgefi of the "tail", options are provided to narrow the range over which the formula is applied.

Betw#n Gross Half Max: Scans the peak from the channel with the highest count until it
ches the first channel below 1/2 value of the highest count or the lower limit of the ROI.

It is assignad as the start channel. The ROI is then scanned right to determine the stop
c%ﬂ‘he eighting formula is applied between the above determined start and stop
chgaffiels

Net Half Max: Derives the centroid between the channels previously determined to

be the FWH \rzs, rounded to the nearest integer channel.

Between Net Ténth Max: Derives the centroid between the channels previously determined
to be the FWwt channels, rounded to the nearest integer channel.

Over Whole ROI: I¥erives t

centroid using the lowest and highest channels in the ROL.

[Calculation of the centroidT8 not criticalexcept for the energy calibration. In the energy
calibration, the centroid channe%@iate with the peak energy. If a peak has a large tail in one

direction because of noise in the e line, Yle centroid could be slightly off, making the energy
calibration error relatively high for thatplrticular peak. This energy calibration error is not of
great concern, but it is a wise practig€ito use the seiwhg “Between Net Half Max.” Then, for

example, if the 2614-keV peak has a large tcyze/mroid calculation will not be off by a

significant amount.]

Vg -~
Confidence / )

MDA Sigma The larger this number is the more gonfidence there is in the MDA value
reported. This also makes the rwgt%d DA larger as a consequence.

Error Sigma  All errors are multiplied by thi
outs.

Centroid Weighting

The peak centroid of each ROI is calculated as a weighted average Mi er:

Net * Chan /

N
Net * Chan = SUM ( Net Count * Channel # ) / SUM ( Net Count )
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Net * abs(Net) * Chan

abs(Net) * Chan = SUM(Net Count * abs(Net Count) *Channel) / SUM ( Net Count *

nel spectra, and the peaks are defined by a large number of channels.]
-

ROI Bli?d Points
ith X Channels: Where X is 0 to 32 channels on either side of the ROI used for fitting

the bgeKground line. [use 10 end channels]

With X Low’End Chghnels Y High End Channels: Where the number of end points is
allowed t%cross the spectrum from X channels at the low energy end (channel 0) and
Y channels ¢ high energy end (maximum channel number). This allows for peaks closer
together in the X ray ?g'ren of the spectrum.

PEAK CALCULATION SETU,

> 4

The multi-pass PEAK SEARCH is st by pressing P or from the ANALYZE pull-down menu. It
should first be setup by pressing t P, or fOm the Peak Search item under the Analyze Setup sub
menu.

C Al & Partial Start [150 Max Peak Error IBU %

Stop [4096]

Smooth before fitting using :

I~ Classic Smooth [unweighted average of twice background channels)

™ 3 Point Smooth [weighted 1,3.1)

[~ & Point Smooth [weighted 1,4,6.4,1]

" 7 Point Smooth [weighted 1,6,15,20,15,6,1]

I~ 9 Point Smooth [weighted 1,8,28,56,70,56,28,8,1)

™ 11 Point Smooth [weighted 1,10,45,120,210,252,210,120,45,10,1)

™ Keep S hed Data [diag| ic. not r ded for normal operation]

‘ ROI Properties | ‘

| Qefaullsl Recall User Defaultsl Save User Defaulls” ‘ DK I Cancel ||

Peak Search /

All: Search all channels for peaks

N

Partial: Search between Start and Stop channels for pea(s. Thigfis useful when
evaluating the various background fit methods&i eature is also useful for
eliminating “noise” in the low-energy part of the spectrum.] )

[Use a partial-channel peak search and eliminate the low-energy photo-electric regi
consideration, otherwise several noise peaks will be identified. Start the channelg@arch at about
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150 and stop at channel 4095. This will limit processing in the low-energy "knee" and truncate
processing at the end of the spectrum.]

ax Peak Error: Only allow peaks with a Net Error * Error Sigma of less than Max

cation spectra, start at about 50%. This setting should identify all the peaks tracked with
the field verificatian spectra. If there is a problem with identifying peaks, the Maximum Peak Error
can be in% For routine analysis, a value of about 80% should be used.]

Smooth re fitting: Various options to smooth the spectrum before peak search

[Do not check any Of/v?box s listed. |

Methodology of the Peak Search

N
The multi-pass peak search rgwtie fiyst finds "peaks" using a rate of change of slope algorithm
(similar to a first order derifative) agd sets regions of interest (ROIs) around such areas. Next, the
backgrounds around the ROIs arggfalculated using the end-points as per the setup feature. Then
statistics are calculated for ROI, and ROIs are rejected if they have statistical errors greater than
the value set in the Peak setup. New groynds and statistics are recalculated as potential peaks
are rejected. If the maximum of Ols hgve been set during any pass, the program halts,
calculates backgrounds and statistics, angsfejects peaks before continuing. ROIs that pass all criteria

will then be considered as valid pea /

7
TRICKS & TRAPS /

Number of End Points /‘)

since the backgrounds are high and averaging does n nce the regp#fs substantially.

1.) If backgrounds are high (at least several hundreds of c
are close, set the number of end points to be about i order fit (for an 8K
spectrum).

o

2.) If backgrounds are low (less than a few hundred counts per ch?mel) and peaks are close,
increase the number of end points to be in the range of 6-12 so that a hé€tter background
statistics calculation can be made. For 4K or 16K spectrum,\h&u er of end points used
can be divided by 2 and multiplied by 2, respectively.

3.) If backgrounds are high and peaks far apart, the number of end poings can be g€t as high as 32
and higher order background fits can be used. This mode would be emplg¥ed to extract the
highest accuracy during calibration.
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etween 10-50%).
»
Note: Use 2n er (pr greater) background averaging only when you have at least 10 end points.

For hi-sensitivitygfii-accuracy peak location (i.e., to locate the maximum number of peaks) use 50-
100 % 2 siggeferror (N.B., 100% 2 sigma and 150% 3 sigma will give the same results as 50% 1

sigma). /\\)

In general, use the highest number of end points possible, up to the point where backgrounds do not
properly follow the puter generated fit. This is most noticeable at low energies where peaks can
be very close together and t}?eare t enough clear points to properly define a background region.

Spectra that have peaks with poog€ounting statistics or very wide peaks MAY require smoothing
before doing a peak search:=Se one (or mere) 7 or 9 point smooth on Nal(T1) spectra before a peak

search; a 3 or 5 point smooth wisll?&mes e useful with Ge or Si spectra.
MULTIFIT PARAMETERS SETUP /

By running Multifit, all peaks will be fitted withea f#ussian distribution; the peak shape information
determined from the verification spectra is y€ed to calculate the experimentally determined Gaussian
distributions in low count-rate spectra whgp€ the peaksffaye high uncertainties. In this manner the
known response of the system is used to help det a-ex unknown quantity in another spectrum.
This process helps to minimize the error of Gﬁm of low-intensity peaks and is based on the
assumption that the peaks are Gaussian distributions. / )

Optimize Centroid Search for
* Separated Overlaps ¢ Close Overlaps ‘

- Peaks to be Fitted /
de times [1.645  Sigma

Fit with Peak Width Fit with Background
’7(‘ Varying  Fixed ’7(' Varying  Fixed
~Accuracy ~
Maximum Rerations I? Maximum Overlaps |8 [42]
Percent Change IW
Minimum Reduced Chi Square IW
|

Fitting Parameters for ADOG0006.s0

Spectrum Type
’7(-‘ HPGefGe[Li] © Nal(Tl

Whose Amplitude is >= M

| Qefaullsl BRecall User Defaullsl Save User Deiaulls” Cancel I‘

A
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Spectrum Type

Centroid Search for

»
Choose Siﬁbd Overlaps if all peaks in a multiplet can be very easily seen at their FWHM values

or are evepsflrther ap@irt. If this is not the case, use the Close Overlaps option.

Do notuse t lose Overlaps option if there is severe tailing on the peaks or if you need the best

possible signal to noi i(?or small peak analysis.

[Optimize Centroid Seaych for Close Overlaps may identify a tail on a larger peak as a separate
peak. On the othe d, if the main peak is skewed or has an inappropriate shape, the number of
counts in the peak will be qu alje when a Gaussian curve is fitted to the peak. General
practice has been to select €lose Ovgrlaps and delete any peaks that are clearly related to tails on
the major peaks. Ifit is Wt the counts in the tail peak should be included in the "main"”
peak, it may not be appropritite to try to fisa Gaussian surface to the peak. In this case use the
identified ROI as the peak].

[Aptec 6.31 appears to do a better job ofgfliminating tajl peaks when Separated Overlaps has been
selected. The danger here is that ovgflapping peaks#fhay not be identified. When processing log
data, this is usually not a problem because theygag@only a few peaks in normal log spectra.
Selection of Separated Overlaps will greath¢feduce the labor required to edit a spectral data set.]

Vg -~
Peaks to be Fitted /‘)

Multiplets Only Fit only peaks det?ined to be multiplets

Multiplets and Singlets Fit all peaks

Whose Amplitude is >= Minimum Detectable Amplitude K Sigma

The value that you enter here is the K value for the confider€e levels
the fitting routine can make logical rejection or acceptance of pea
The default value of 1.645 represents a 95% confidence that th

itting. It is important that
ased upon statistical criteria.
eak to bgsfitted is real.

[Multiplets and Singlets will fit all peaks with a Gaussian Distributim{ This grocedure uses the

system's shape responsef[resolution calibration] to fit peaks with lesw ileal count statistics, and
therefore produces slightly lower error values. Set the Sigma values at 1.645. ]/.

A
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Fit with Peak Width

[The “‘fixed” settiug fixes the peak centroid to the shape calibration and will be the standard method
of calculc;‘? thissmanner the peak shape information is used to help quantify the concentration.

In some ingflinces, it ghay be helpful to recalculate the multifit with the peak shape varying from the
shape calibratio owever, this recalculation would only be the case if it were necessary to
minimize thegfror of a single peak that appears to have a significant tail because of system noise or
some other cause. Bfﬁem ly careful about using a varying peak-width setting.]

Fit with Background

If the background is fixed, th kgtound determined by the Aptec Application peak search is used
as is. If allowed to vary thefi the RQI background equation is fitted with the Gaussian peaks to give
the best overall fit. This will take#lightly longer as there are more terms to vary.

-

[The “fixed” setting fixes the backgroymed so it does not change when the Gaussian fit is calculated
and is not fine tuned for the Gausggln fit. Seferal spectra were checked to determine the difference
between fixed and varying backgrounds ¥ several peaks. Essentially no difference was found in
any of the peak data. An error in eqgMer versions offlptec resulted in an elevated background when
this parameter was set to varying. Although thgiyeblem has been fixed, Aptec still recommends
using the fixed background setting. Varyingdackground should only be used for extremely high
count rate data. This setting fixes the baclgFound to th@t which was calculated under the peak
search routine. Attempts to optimize the backgro 7] the multifit routine will only introduce
additional errors.]

Accuracy (

Max Iterations: If the fit is not converging p is will fi
certain number of iterations. A well-defined doublet with psfe Gaussian peaks typically will
converge in 4 or 5 passes. The default value of 20 is a
should not have to be changed as there are other pa
faster.

o
Percent Change: As the fit converges properly, the change in ?e goodngss of the fit will
become less. Once a value of less than a 1% change per fit has been p#t, the fit will
probably not get much better. The default value of 0.5% is a eneral—puri)ose number.

e

A
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Min Reduced Chi Square: Because a good fit is one for which the reduced Chi square is 1.0,
and a geduced Chi square less than 1.0 does not indicate a better fit, the user can set the

mjefmum Chi square value. This prevents the program from taking too long to converge or
ever converging at all.

Ift inimum Reduced Chi Square value is reached prior to either the Max Iterations or the

cent Change limits, the program will assume that the condition for convergence has been
reached. Aé this time the program will move on to the next ROI and begin fitting it. It

repres the difference between the fitted Gaussian at their calculated centroids and the
actpdl data. Phis parameter is therefore a safety feature.

Maxpysfim Overlaps: The Maximum Overlaps fixes the maximum number of peaks in a
given region t an be fitted at once. The time taken goes up very rapidly with the number
of peaks beifig fitted gogether. The default is 8, which was the value used in previous

versions where this parameter could not be changed. Note that if the peak width and/or

backgroun llowed to vary then the maximum will not be as high because the total
number of terms is fi fif in a 64k segment.

[Use from 20 to 40 for the maxi iterations, even though the program will never cycle through
this many iterations. There@re no signifiaant time constraints when using workstations equipped
with Pentium processors. Use a 0.25%ehange and a chi square value of .75%. None of these
statistical limits will impose a sigg#ficant calfulation time. Limit the maximum overlaps to 4 or 5.
None of the peaks tracked in the field vegification data gre comprised of more than three separate
convolutions. Even if a third convoly#fion exists, it irétally the result of a misidentified tail.]

Vad
SETUP IDENTIFICATION
V.l -

\
Identification Setup for BO097cab.chn

i Library
Select | IN:\MACTEC—ERS\AnaIysis\Sgls.lih

Match ROl centroid energy with energy of isotope
& with a tolerance of + |3 ke¥

" with a tolerance of + |0.5 x FWHM keV

| Half Life Limit [7 I Use to Reject |

| Fraction Limit |5 % |

v Allow |dentification to create "Force MDA" ROls
with an ROl width of [2.07892 times it's PAYHM

& Identify All ROIs
¢ Identify ROIs with a valid P"WHM
" Identify ROIs with a valid PWTM

N~

| Qefaultsl Recall User Defaults| Save User Deiaults||| oK I Cancel ||

pa

A
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d tolerance or tolerance based on width of peak (FWHM). For a fixed tolerance enter a
value to be used asea +/- value for peak match. Numbers past 6 digits will be rounded-off. Make

sure that/Ve range is consistent with the spectral energy range. For example, if using an Alpha

library with#a 2- to 5gMeV spectrum, the Energy Match value will be in MeV. Use a value much less
than 10% of the fifl-scale spectrum range and consistent with the FWHM capabilities of the
detector. Forggélerance based on peak width the FWHM option (the default) will change the energy
window to reflect the lutipn broadening at higher energies. For HPGe or Ge(Li) detectors, a
value between 0.5 a‘d 1.0usgpest. For Nal(Tl) detectors a value of 1.0 to 2.0 is best.

[Check the ktho??ru%e because an energy identification priority is used. The tolerance should be
3 or 4 keV. Ifthe energy cc{z?ﬂﬁon (s off for some reason, many peaks will be unidentified, thus

immediately informing the dnalyst thiit something is wrong with the processing.]

Half Life Limit

A value for the half life can be enfgfd as a ggject criteria, typically between 7 (less than 1% of the
Isotope will be left) and 10 (less than 0. eft). TCI? used as a reject criteria only if there is no

other means of identification AND se to Rejec#Box has been checked. [This feature is not used

for analysis of spectral gamma logs] / 7
-

-

Before accepting a peak as a possible match tq@l;n isotope, S_Ident checks the active library to
determine where any/all other lines for that isotope would he located. Those lines are then checked
to see if there is an ROI (i.e. peak) at that location. If {ffere is ajmatch at the other energies, then the
yield at that energy is added to the yield at the line in questiog# All potential lines are scanned and

the sum of the yields is compared to the sum of AL
isotope. The ratio of the two sums is compared to the user entered#faction Limit and if greater than
or equal to the limit, that isotope is accepted as a possibility. , 1t 1
gamma logs, this feature is “turned off” by selecting a low#alue.]

Fraction Limit V4

[The fraction limit is essentially turned off by entering a low nisber suclgas 5%. The Aptec
software is not used for the assay, therefore, multiple peaks from the sgme isotgpe should not be
compared. If a high number is entered in the fraction limit, some of the uranjffm and thorium peaks

may not be identified.] \l

Allow Identification to Create Force MDA ROIs /

N~
Allows for ROIs to be set for isotope lines marked Force MDA even if they wergsflot found. The
MDA lines are read from the selected library. The width of the ROIs thus set is based on a
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multiplier times the full width half maximum (FWHM). The default value of 2.07892 is what
previous versions of S_Ident used and is equivalent to full width 20th max. It is suggested that a

to accept a match to all peaks, regardless of their FWHM or FWTM resolution values.
The way the FWHM values are calculated is to scan from the centroid both left and right until a data
channel is fougémwithin the ROI that is below the background + half maximum. If both a high and
low chan re found then the ROI is considered to have a valid FWHM. If either the high or low
point is missing g€n the ROI is probably a multiplet and might not have the correct centroid energy.

channel is found wifhin t I that is below the background + 1/10th maximum. If both a high and
low channel are found en the ROI is considered to have a valid FWTM. If either the high or low
point is missing th ROI is probably a multiplet and might not have the correct centroid energy.

The way the FWTM S aie calculated is to scan from the centroid both left and right until a data

[Select Identify All ROIs, a/[igr:or he other buttons in this box. This setting assures that the
analyst and not the computer decjdes what a valid peak is.]

Aptec ROI Paint and Paint Edit
Select Header Menu Item, then coﬁk Paint or RQI Edit (must be indexed to an ROI).

Function keys F3-F6 are used to expand, co?t%d/or shift an ROI. In the Paint ROI option, the
mouse can be used to paint an ROI directly ¢fi screen.

v 4
When OK, select Set, Clear, or Cancel. /‘)

TIP: To quick paint an ROI move the mouse cursor t left side of the ROI and press Ctrl key
and click the mouse. Next move the mouse cugfor to thg right side of the ROI and press Ctrl
key and click the mouse.

ROI Paint Menu /
Delete Delete an existing ROI being edited. Mon of an ROI
being painted.
Cancel Cancel edits to an existing ROI being edited. ce s thg creation of an ROI
being painted. \l
Set (Ctrl-Click) Accept the Painted ROI as shown.
/-
<<>>(F3) Expand the ROI one channel left and right. ~
>> <<(F4) Shrink the ROI by one channel left and right.
DOE/Grand Junction Office Data Analysis Manual, Rev. 0
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<<--(F5) Shift the ROI one channel left

—>> Shift the ROI one channel right.

SETUP LISFING FORMAT

> 4 ~Include ~Sortl
¥ Header & Alphabetically

™ ROI Counts By Atomic Number
™ ROI S1atistics ~Peaks less than MDA
™ Activities @ Show Measured [with 7]
i  Show MDA [with <]
© Leave Out

I” Only Known Peaks Unknown Peaks less than MDA
" Channel Data & Show Measured [with 7]
@1 AIIC) Partiall Start [0 " Show MDA [with <]
Stop (4095  Leave Out
Q ~Listing Format—— ~ReportErrors As—————————————
~ Absolut

I Form Feeds ™ Page Numb & Per g

I File Name & Print Date
Save Listing File
[Charaders & ANSI (Windows] ¢ OEM [DOS) ‘

’ | Qeiaultsl Recall User Defaultsl Save User Delaultsl” 0K I Cancel ”

-
Include /‘
Header eader inf(?ation.
ROI Counts Raw dwi&fn regions of interest.
ROI Statistics Previ€fon of ROI@.
Activities A concis€ qualitative and quantitative analysis format.
Activities With MDA An expanded Acfivities fgrmat.

Activities With FWHM An expanded ATtrvtties format.

Only known Peaks Ignores peaks with ene n the Library file

Channel Data Choices include printing allefiannel data or partial (only
channels in a region) charinel data. &=

[For verification spectra, select “Header” and “Activities with FWHM.\’ en the listing is

printed, this provides the information necessary to track the veriﬁca»vﬂ;riteria. Forspectral
analysis, select “Header,” “Activities with MDA, ” and “Activities with FWHMg=Note th
SGLSoffline reads these files to get the information for the *.RAS files. Depthlis obtaingd from the
“Sample ID” field in the *.S0 file.] N~
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Listing Format

Feeds: Advances to a new page for each portion of the printout. Leaving this blank
ill minimize the amount of paper that is used for a printout.

Pa umbers: Places sequential numbers on each printed page.

[Both “Form Feeds” and “Page Numbers” should be blank for spectral analysis].

Sort Isotgﬁs
Al ticall ; Am-241 precedes Ba-133, Co-60, etc.

By Atomic lumber Uses an internal lookup table, Co-60, and Ba-133

: precede Am-241.

Peaks Less than MDA /\

Show Measured (with ?) Reports with a question mark (?) because they are less than

the MDA.

Show MDA (with <) A;s th€ < symbol to report.

Leave Out 0 not report %ess than the MDA.

//

Unknown Peaks Less than MDA V4

Show Measured (with ?)  Reports Al;estion mark (?)because they are less than

the MDA.

Show MDA (with <) Uses the < symbol to repOrt.

Leave Out Do not report if less than the A.
[As a general rule, known (identified) peaks < MDA are reforted withg??’, while unknown peaks
less than the MDA are left out.]

o

Report Errors As (

Absolute Errors are in the same units asw tified values.

Percentage Report as a percentage value. /

A\
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[Since the beginning of the baseline characterization project, errors have been reported as
percentages. Even though it would appear to make more sense to report absolute errors, the

le to start the energy calibration with the highest energy (2614.53 keV) and then go to
the lowest energy 4 86.1 keV) to cover the entire range of relevant energies. This approach will help

to prever?sion bout what peak has been selected.
It is not absolutelyhecessary that the recommended peaks always be used for the energy calibration,
but they are geherally the most prominent in terms of peak to background and provide good

coverage of the ener ge\of interest. The low (186.1 keV) and high (2614.53 keV) peaks must
be used to ensure thét the Joy- and high-energy calibrations are valid when using a third-order

energy-to-channel fit. :

If a mistake is made during t ergy calibration, press F2 to clear the error, then redo the energy
calibration beginning with the 2614 §-keV peak and continuing on with the 185.99-keV peak.

After the energy calibration
Energy Calibration.

completed, wiew the energy calibration graph. Select Display, then

Choose Lin for the Display Scale (click gefthe scale descriptor in the upper left corner of the
display). The curve should be fairly#fiear and a goe spread and distribution of peaks should be

displayed. / 7

Change the display to Normal Spectrum,\{péh select Fult Energy Calibration under Setup to review
the energy calibration statistics. The total energy fon statistical error should be less than
0.1%. The 185.99-keV peak energy calibrati%ill be higher than any of the other peaks. If
the statistics show a peak to be incorrect, go back to the spgctrum display, index on the peak and
erase it from the energy calibration (the energy calibraﬁﬂi‘; digplayed by pressing F2). This is
accomplished by selecting the peak in the spectrum display apd then deleting it (ROI, Delete
Indexed). Replace the bad peak with the correct one; ect the en associated with the

indexed peak.
/,.
(
— )
A
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Recommended Energy Calibration Points

Radionuclide Energy Radionuclide Energy

/ R, 226 (U-238) 186.10 9 Ac-228 (Th-232) 911.21
-212 (Th-232) 238.63 10 Ac-228 (Th-232) 968.97
3= Pb-214 (U-238) 295.21 11 Bi-214 (U-238) 1120.29
4 Ac-22€ (Th-232) 338.32 12 K-40 1460.83
5 -238) 351.92 13 Bi-214 (U-238) 1764.49

6 h-232) 510.77 14 Bi-214 (U-238) 2204.21
7 8 (Th-232) 583.19 15 Bi-214 (U-238) 2447.86

8 i-214 ( &)\ 609.31 16 T1-208 (Th-232) 2614.53

RESOLUTION CAL MFION

When no resolution calibrati s bgen performed, Multifit will perform it automatically. This is
the preferred alternative, be€ause it ghsures reasonably consistent energy calibration among multiple
analysts. In the event the automaf#€ calibration does not seem sufficiently accurate, the following
procedure is recommended. -

To perform a resolution calibratiMe play to Normal Spectrum then select Full Resolution
Calibration under Setup. /

It will be necessary to input the ROIs. Selecy%ints, Load ROIs, OK-Fit.

Decrease the size of the full calibration wigow and refurn to the spectrum display window (by
clicking on it) and display the Resolution Fit M y, Resolution Calibration).

statistical data and from the shape calibration graph. Pbggle befween the two displays to identify

Delete bad (aberrant) peaks from the shape calibratiowna t peaks are identified from the
aberrant peaks (press Alt-Tab). Start by eliminating the peakgfthat have a statistically high positive

To delete a peak, double click on the appropriate line of text in the Fu? Resolugfon Calibration
Display window; select Delete under Edit Points, then OK Fit. ,

Some peaks might interfere with the resolution calibration and should be delete g.)238,
968, 1592, and 2103 keV).

A
Some of the low intensity peaks may also cause problems when used in the sha

should also be deleted (e.g., 328, 768, 836, and 1509 keV).
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The 2614-ke, peak may cause a problem. Because of noise in the spectrum, the peak may be too

ding edge tail. Do not delete this peak from the shape calibration unless it is absolutely

to make the statistics reasonable.

When the shape calibgation is)satisfactory, close the Full Energy Calibration window, or select Exit
under File and retulﬂ tot ectrum display (Display, Normal Spectrum).

APTEC SUPERM SETUP FOR BATCH PROCESSING

dil
i Title ~Run Seq

[x]
||2!]!]—E33—[I4| ™ Instructions Setup >>
N\ g DataSource ™ Setup Application Setup >>
Spectrum File vl Refresh Link at Run Time Setup >>
[¥| Do Sp Collect SEHIp >,
| Reset Headerl Embed Header into Juh” B Viewbvinlevolleeting
¥ Search Setup >»

. [ Embedded Calibrations | & yupifit Setup >>
Efficiency Setup > | * ldentify Setup >>
Energy MI I~ Background Subtract Setup >>
Resolution Setup >> I ™ Quantify Setup >>

Tl B I Print Listing Setup >>
Recyle Setip 57| ;
™ Print Report Setup >>
V¥ ROI Properties Setup >> I
¥ Save Setup >»
Sample Setup >> I 3 o
I Final Application Setup >>
Quantity Setwp > |
When Done
Password _Setup 3> | (rr Exit  Wait © Recycle
| Qefaullgl Recall User Defaullsl Save User Defaultsl” OK I Cancel ”
ROI Properties see above ¢
Link at Run Time /
Link at Run Time for
Use Sample/Quantity Info.
# Spectrum file © or from filel Select ||
Use Efficiency Calibration
|7(-‘ Spectrum file © or from filel Select ||
Use Energy Calibration
[F Spectrum file & or from fiIeIE:\E33-4\verily\Al]l]E1caa.sl] Select | |
Use Resolution Calibration
[F Spectrum file & or from fiIeIE:\E33-4\verily\Al]l]E1caa.sl] Select | |
Use ROIs
[F Spectrum file © or from filel Select || )
| Qefaullsl Recall User Defaullsl Save User Deiaulls” Cancel

A
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Search.

Multifit

Quantify

Print Lisfing

Print Report

Save

Final Application

see above

see above

see above

not used

not used

Do not check, but use >>Setup to specify structure for file

Listing Setup for
i Include Sortl P
¥ Header @ Alphabetically
I” ROI Counts By Aomic Number
™ ROI Statistics ~Peaks less than MDA
™ Activities & Show Measured [with 7]

¥ Activities With FWHM
/ ™ Only Known Peaks

" Channel Data

&1ANNC Bartial Start|0

 Show MDA [with <]
© Leave Qut

~Unknown Peaks less than MDA——
© Show Measured [with 7]
© Show MDA [with <]
@ lLeave Ouf

Stop [16383
i Listing Format

I” Form Feeds [ Page Numb

~Report Errors As
© Absolut & Per

I™ File Name & Print Date

|—Save Listing File

Characters ~ ANSI [Windows]  OEM [DOS] ‘

| Qeiaullsl Becall User Defaullsl Save User Delaulls” Cancel ”

not used / - N
v/ “)

Save Spectrum Setup for

~ Spectrum Name

l— Upto 3 characters, the lastb characters farm)a
Saniy i unique name in a 00001-99999 sequence.

1 Ovenwrite I

Directony Patii;)

Up'to) Bich
name.

1 Sampleild Up to & characters from Spectrum Sample 1d
Spectrum File Job always uses name of spectrum file being analyzed.

, always writes to) this

Select |

¥ Save Spectrum

8

™ Save CSY Listing

I Save Process Report

IAplec Spectra [*.50)

[ .LST] see Print Listing for Setup

[.C8V] Setup I

[ .REP] see Print Report for Setup

| ™ Append QAQC Info

0

Setup I

| Qeiaullsl Becall User Defaullsl Save User Delaulls” o]

Cancel ”

7

not used
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Uncertainties in Log Data

After a gpé€Ctrum is acquired and analyzed and a gamma-ray source is identified, the calculation
of thgRource concgntration involves the following steps:

dete the spectral peak intensity

the dead time correction

« apply the casin® correction and any other environmental corrections

o multiply orregted peak intensity by the value of the calibration function for the particular

gamigd-ray encgdy, multiply that result by 27.027, then divide by the gamma-ray yield

Each step in#0lves quantities that have uncertainties. These uncertainties are all factored into an
estimate of the expegfiental yncertainty for the source concentration. The uncertainty estimate
is a measure of the precistogfrepeatability) of the calculated concentration.

The uncertainties in the various steps are calculated by methods that can be categorized as use of
mathematical formulas, radigéfon counting methods, multiple identical measurements, and curve
fitting.

Mathematical Formulas -

Many quantities are calculated vu'ém!u that involve measured quantities and their
uncertainties. Uncertainties for such cg€lilated quantigees are estimated as follows.

If F is a quantity that is mathematically expﬁyd{ terms of M independent quantities, X;, Xo,
o Xty

Vg ;
F=F(X{,X5,., X)), /

the estimate of the 2o uncertainty in F,, or 20F, is /‘

2
2aF=2-\/Z[§7F-aX,.] .

1

This is a standard formula for the propagation of uncertainties. An gample is provided by the
casing correction. If the casing correction (at some particular egefgy) is K¢, and the peak
intensity (for the same energy) is P, then the corrected peak intensity ig 7 y

for the uncertainty for the corrected peak intensity is derived as follows.

¢ - JThe expression
|
2 2 N~
20" =2 (a—F-O'Pj + a—F'O'KC
oP oK ¢
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2 2
20F =2 (KC'O'P)2+(P-O'KC)2=2~\/[KCP'P'GPJ +(PI'<KC.0KC]
C

2
GKCJ

Radiatioﬁ:ﬁn

UncertaintiegsfOr quantities that involve radiation counts, such as spectral peak intensities, are
based on the fact th?’ﬂfmac ive decay is a Poisson statistical process, and, consequently, a
measurement that yfelds Mcgunts has an estimated 1o uncertainty equal to the square root of N.
A spectral peak with N'counts would have a count rate of N/z, where t is the live counting time,

and an estimated 1o uncertainty of |y N )/ t.

The actual calculation of a Qi\nt sity uncertainty by PCMCA/WIN is more complicated by

far because of backgroun ip#” background subtraction, and the fitting of a Gaussian

distribution function to the peak. Details re provided, albeit superficially, in the Aptec manual

OSQ/PLUS Installation and OpWan al (Rev. 01, pp. 31-45, Aptec Instruments Ltd.).
late 2, inti

The program is configured to ca certainties.

vd
7

Some quantities are determined from multiple identicalLineasurements. An example would be a

peak intensity used for calibration. For cafibration, ?‘nore spectra are collected from each
calibration standard without changing any mea}tgexn conditions; therefore, each peak
intensity is measured at least six times. The best estimate of any spectral peak intensity is the

weighted average of the measurements. A weighted aw angl its associated uncertainty are
calculated as follows.

—_—

Multiple Identical Measurements

IfR;, Ry, ... Ry are M measurements of the same quantity, and if eachsfheasurement R; has an

uncertainty oR;, then the weighted average, (R), is
- SRowm /

Each weight, w, is

4
— )
1 4

and the uncertainty in (R) is
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two quantities can pe derived. An example is the SGLS calibration function, /(E), which varies
with the ?—Jay energy, E, in a predictable way. The relationship

I(E)=(4+ BHM(E)),

(which is purely empf€al angl not derived from radiation transport physics) was established with
the curve fitting program LafleCurve Windows (Version 1.11, Jandel Scientific, San Rafael,
California). In this example, the input to TableCurve Windows consisted of the values for E, the
values for /(E), an normalized weights derived from the /(E) uncertainties. (The
uncertainties in the £ Valueszm assumed to be negligible.)

If the i-th experimentally determfCd /(E) value had an uncertainty ol(E);, then the weight was
-

_ 1
TN /

and the normalized weight was

Dw /‘)

that is, the normalized i-th weight was the i-th weight diy

d by the sum of all weights.

form of the /(E) function was selected. For the selec ction, Tab,
calculated the values for the constants, 4 and B, and the 95-perceg#€onfidencg intervals for the
values of 4 and B. The equations for these very involved cal
without accompanying explanation, in pp. E-1 through E-6%f the Ta
(Jandel Scientific, San Rafael, California). Because the 95-perce
calculated value of 4 extended from 4 - 204 to 4 + 204, and s

urve User’s Manual
onfidence interval for the
ilarly foB, thg uncertainties in

A and B could be deduced. (
Summary \A )

When log data are analyzed, methods described in this appendix are used to faCtor uncgginties
from the following sources into the determinations of uncertainties for gamsaa-ray geflirce
concentrations:
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» uncertainties in the gamma-ray source concentrations in the calibration standards
« uncertaintjes in the calibration measurements

¢ interval.
»

As are other agpects of data analysis, the methods of determining uncertainties are under constant
review. concepypresently under consideration is that the calibration standard source
concentration u ainties and the environmental correction uncertainties should be left out of
the source cgiCentration uncertainty determinations. This idea was prompted by several
considerations. For he galibration standard concentrations and uncertainties have constant
values. Similarly, lues he environmental corrections (for example, the 0.28-in.-thick
casing correction for th .6-keV gamma ray) and uncertainties have been calculated, and are
regarded as constants: he parameters in the gamma-ray source concentration calculations that
have constant values do not thq precision’ of the results, but the uncertainties associated
with those parameters makdthe uncgttainties in the calculated source concentrations
systematically higher. The someyg#iat enlarged “error bars” probably portray the accuracies of
the source concentrations properly, but may be detrimental to evaluations for which the
measurement precision is more iym thay the accuracy. For example, if a log yields a *’Cs

concentration at a subsurface poi at is different from the concentration determined for the
same point at an earlier time, contamin igration mjght be indicated. The migration
assessment would depend on meas ent precisiownot accuracy, and it would seem that the
assessment would be helped if the error barsyfeﬂuced by deleting factors unrelated to
precision from the uncertainty calculations.

! “Precision” is indicated by the standard deviation for a set of measurements. If a number of
nearly equal values, the standard deviation is small and the measurements are precise. Precise measurements are not
necessarily accurate. “Accuracy” refers to the agreement of the measured value with the “true” value.
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Minimum Detectable Difference in Counts

crence is statistically significant. The discussion below follows a method
oll (2000, pp. 94-96).

N, and N are totat’counts from two individual measurements acquired at different times. Both
are taken to imajes of the mean value of a Gaussian (normal) distribution at the time of

measure%’lgl?e imate for the standard deviation is assumed to be equivalent to the square
root of the cou

oy =VN /‘J

The count rates, R\v.n;RZ, are determined by dividing the counts by the live time. The count
rate 1s also assumed to follo;zvzﬁau 1an distribution, because R = N/T. The estimate of the

standard deviation for the cglint rate

The difference in count rates between measuremengs should also follow a Gaussian

distribution. If there is no actual dif#€rence in the tWo counts, then the true mean values for R;
and R, are the same and: / /

-
S - V/)

We need to define a critical level, L, so that the probabiljty of false positives is minimal. (A
false positive is defined as incorrectly concluding that &, is gregter than R;) For a one-tailed
normal distribution, there is a 95% probability that the mean J#fom a random sample of R, will lie
below the mean from a random sample of R; + 1.64

2 2
Also, ori = ORra, SO that: O =1/O'R2 +to, =\/§><O'R

Therefore: L =R, +1.645><\/E><0'R1 =R, +2.326x0, N
In the case where a real difference in activity exists, the true mean value\fo i1s >0, and we
need to define the minimum value of R, for which the probability of negatives is )minimal. .

(A false negative is defined as incorrectly concluding that R, is equal to R;) If 3™ L], thedflse
negative rate will be 50 %, because a Gaussian distribution is symmetric abouf its me
ensure that 95 % of the values in the R, distribution lie above L, we define¥ so

L, =L +1.645x0,,
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also, oro > gyet, so that: o, = Joh +05 <N2x0,

L; and L, define specific yalues g#ainst which R, can be compared to determine if the difference
between R; and R; is statistically significatt (at a 95-percent confidence level):

Ro<L, Thyégnc n count rates is not significant
Li<Ry<L, The di#ference in cousf rates is ambiguous
R,>L1, The differencéount rﬂes 1s significant

(
NN |
e
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Assessment and Evaluation of Historical Log Data

This secgp#h will be prepared and implemented at a later date.

d
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Discrimination Between Natural and Man-Made Uranium

a rays, which are not suitable for quantification by gamma spectroscopy. Detection and
quantification®f 2**U are actually based on measurement of gamma emissions from daughter

radionucljd%s.

*¥U has a -life of approximately 4.5 billion years; activity levels will remain constant over
the time#fame of any investigative activity. Over time, activities of the daughter radionuclides
will increase untﬁ\ state f secular equilibrium is achieved, wherein decay activities of the
various daughtets are apgfroximately equal to that of the parent. This condition will be achieved
whenever the alf | Ves of the daughters are less than that of the parent, but the time required to
reach equilibrium depends on the half-lives of the intervening daughters.

Naturally occurring ura 1um is g8sumed to have been undisturbed over geologic time, such that
daughter radionuclides e 1n close proximity and secular equilibrium has been achieved
throughout the decay chain. It follows*hat the observed activity of a daughter would be
equivalent to the activity of tyﬁl‘t. Thiis assumption forms the basis for conventional spectral
gamma logging, where >**U géficentratjgfl is typically calculated on the basis of gamma activity
associated with 2'*Bi and/or *'*Pb. /

Processed uranium has been chemlcally 1( and daughter products have been removed, so

that a state of secular equilibrium no lorfger ex1sts Because both 2'*Pb and *'*Bi are located far

down the decay chain and several of nte??q ughters have long half-lives, a long time
ed

period (on the order of a million years) is re r secular equilibrium to be re-established.
Thus, it would be expected that any proce€Sed **U would contain negligible *'*Pb and *"*Bi.
Only the first two daughters (***Th and 2pa with h

years.

The first daughter, **Th, emits a 92-keV gamma ray wit

cannot be detected by the SGLS. However, the 1001-, 811-, -keV gamma rays emitted
from ***Pa can be detected by the SGLS. Of these, the 1001- gamma ray is the most intense,
with a yield of about 0.008 gammas per decay. The yields of these gaffilna gays are so low that
when uranium is present at typical natural background levels of a éw picogliries per gram, these
peaks are not detected in SGLS spectra. A peak corresponding to the 10#1-keV gamma ray
(with supporting peaks at 811 and 766 keV) indicates that 2**Pa is ent in signiflcant
concentrations, from which it can be inferred that >**U must also be present a#Significa
concentrations, because ***Pa would quickly decay away if it were not confinuousl
by 2*U decay. -
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Both naturally occurring and processed uranium also contain °U. The activity of this
radionuclide can be measured directly from a 185.7-keV gamma ray. This peak generally is not
y the SGLS when uranium concentrations are at background levels. The combination
cvated count rates associated with the 186- and 1001-keV gamma rays is a reliable indicator
at processgd’uranium exists in the subsurface.

> 2
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O
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Identification of Radon

The prespffCe of radon (***Rn) presents a complicating factor in quantification of naturally
i 22Rn is the sixth daughter in the uranium decay series. It is an inert gas

ary gamma-ray sources in the uranium decay series. These radionuclides tend to “plate
out” on surfaces, iffcluding the inside of the casing and the logging sonde. Secular equilibrium
with ***Rn is eve

When ***Rn is piSent, the activities of >'*Pb and *'*Bi may be locally perturbed, such that the

gamma measfirements indicate an increase in natural uranium concentration. This discrepancy is
often noticed when r\ﬁp\arin data from separate log runs performed on different days. This
apparent increase it ~"U entration can occur even though there is no corresponding change
in the *K and ***Th actjvities, and there is no change in the verification spectra.

One key to differentiating bg#feen a fadon anomaly and elevated natural ***U is comparison of
uranium concentrations detérminedfrom the 2'*Bi lines at 609 and 1764 keV. *'*Bi deposited as
a radon daughter is likely~{o b ated inside the casing, either on the inside casing wall or the
sonde itself. In either case, the gamma ray® do not pass through the casing on the way to the
detector. When uranium concentr%ajt'gﬂf are calculated, an energy dependent casing correction is
applied. If significant amounts ofgfadon arggfresent inside the casing, the correction will be
applied to gamma fluxes unattenuated p#’casing, th?ﬁect will be to increase concentrations
determined from the 609-keV gamn#f ray, relative t§ those determined from the 1764-keV
gamma ray, because the 609-keV correction i rgﬁ than the 1764-keV correction. If
significant concentrations of '*’Cs are presefit, however,the net counts for the 609-keV gamma
rays may also be affected by downscatter¥om the 662-1</eiV gamma ray.

If radon concentrations remain constant, deca@‘rium between *'*Pb and *'*Bi will be
established in a few hours. However, radon concentratigms™n the borehole are likely to be
continually changing, and log runs are generally compfeted in g/few hours. Under secular
equilibrium, activities of *'*Pb and *"*Bi will be equivalent However, *'*Pb
occurs earlier in the decay chain, and its activity will 1 that of *'*Bi during the
period before decay equilibrium is established. Under these condi
associated with '*Pb may appear to be elevated relative to n
with '*Bi. Prominent gamma rays for '*Pb occur at 352 afid 295 ke
be elevated relative to the 609- and 1764-keV peaks associated wa
may be indicated.

#If these peaks appear to
"Bi, the presence of radon
o

(

Evaluation of SGLS spectra from log events where elevated radon is suspe suggests that the

295-keV gamma ray is frequently detected when radon is present, at%‘l':gs frequently, if at all, in
cases where radon does not appear to be present. (Typical log counting times l?too s)lh

m

resolve this gamma ray.) This suggests that detection of the 295-keV gamma @y
of the presence of elevated **’Rn concentration. N
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The chance that a specific gamma ray will be detected is a function of its energy and its yield.
For comparisgn purposes consider the 1764-keV ?'*Bi energy peak with a yield of about 15

gamma ray at 295.keV is not attenuated by the casing, and is more likely to be detected.

sible for elevated concentrations of ***Rn in a borehole are not completely
understood. ***Rgfs continually produced in the formation from decay of its parent **U. The
*2’Rn gas appefently migrates through the formation and accumulates in boreholes as a result of
differential pressure d by the lag between changes in barometric pressure, and air pressure
in the pore space of{the VaQJé zone.

The phenggftna res

If elevated radon eﬁ'ﬂém a borehole, it is impossible to distinguish the gamma counts
originating from the formatiq m those originating inside of the casing, and it is impossible to
determine reliable ***U condentratioghs. **U concentrations determined from the higher energy
21Bj peak at 1764 keV are prob more representative of the formation but the degree of
accuracy is unknown. »
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Stratigraphic Correlation

is secip#h will be prepared and implemented at a later date.
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