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dqa PROCESS WORKBOOK

LEVEL 1 -- INTRODUCTION

Overview ad Purpose
This workbook is designed to assist the user in implementing the data quality assessment (DQA) process through the use of a template that lists the important elements of the process.  This workbook is organized in a systematic, step-wise fashion to ensure that the user considers all aspects of the DQA process.  The user is urged to be as thorough as possible when completing the workbook to ensure that the justification for the selected statistical hypothesis test is provided.  The final version of the workbook will become the DQA report.

DQA Workbook
This workbook is provided in template format and contains a pre-formatted cover page, table of contents, list of acronyms, and a metric conversion chart.  The workbook takes the user methodologically through each of the five steps of the DQA process.  The workbook is organized in a manner that initially provides information about the organization of the workbook, boiler-plated text (where appropriate), and a series of free-form text sections and/or tables to be completed by the user.

The text provided in red font provides introductory information and notes to the user.  The red text will be deleted after the workbook has been completed to transform the workbook into the DQA report.  The text provided in black font is boiler-plated text and/or table headings that are intended to remain after the workbook has been completed.  The project-specific text added to each free-form text section or table will appear in blue font, as do the hypertext links (i.e., web-links) that can be used to help the user navigate through the workbook.

The workbook is designed to provide a user-friendly system to document the DQA process using electronic media.  If some text, tables, and/or figures do not apply to a particular project, they shall be left in the workbook and notes shall be provided to state why they do not apply.  Notes may be handwritten on the working copies and later transferred to the electronic copy.  When the workbook has been completed, the red font will be deleted to transform the workbook into the DQA report.

To assist the user in better understanding what input is required to adequately complete each of the DQA steps, the workbook is composed of six separate guidance levels that are linked together.  Level 1 is composed primarily of boiler-plated text and free-form text sections and tables to be completed by the user.  Levels 2 and 3 provide detailed guidance on how to complete the workbook and provide examples of completed workbooks for various types of projects.  Level 4 provides a copy of the U.S. Environmental Protection Agency DQA guidance manual (EPA QA/G‑9) from which the workbook is based.  Levels 5 and 6 provide a library of related guidance documents and statistical software that may be useful in supporting the DQA process.

Free-Form Text Sections
Multiple sections of the DQA workbook require the user to input free-form text to explain complex aspects about the project.  Examples of free-form text sections include indentifying field changes that were made during the implementation of the sampling and analysis plan, or providing justification for not choosing the recommended statistical hypothesis test.

Use of Web-Links
This workbook is the Level 1 document.  Additional resources are available in Levels 2 through 6 using web-links that are provided throughout the workbook.  Directed web‑links are provided throughout the Level 1 workbook in areas where the DQA process is complex and additional information is required.  The user may access the directed web-links by using placing the cursor on the desired web-link and then single clicking on the link.

The document levels that can be accessed through the web-links are displayed in the following DQA workbook web-link directory:

· Level 1 -- DQA Workbook

· Level 2 -- Guidance for Completing the DQA Workbook

· Level 3 -- Completed Workbook Examples
· Level 4 -- EPA DQA Guidance Manual (EPA QA/G-9)
· Level 5 -- Library of Related Guidance Documents
· Level 6 -- Statistical Software.

DQA Process
The completion of this workbook is a required element of BHI‑EE‑01, Environmental Investigations Procedures, Procedure 1.22, "Data Quality Assessment."  The five steps that comprise the DQA process include the following:

· Step 1 -- Review DQOs and Sampling Design

· Step 2 -- Conduct Preliminary Data Review

· Step 3 -- Select the Statistical Test

· Step 4 -- Verify the Assumptions

· Step 5 -- Draw Conclusions from the Data.

Template Cover Pages and Table of Contents
A generic DQA report cover page, table of contents, lists of figures and tables, list of acronyms, and metric conversion chart have been provided to facilitate conversion of the DQA workbook into the DQA report.  These pages are finalized after the workbook has been completed and are modified as needed to reflect the contents of the final report.
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COCs

contaminants of concern

DQA

data quality assessment

DQO

data quality objectives

EPA

U.S. Environmental Protection Agency

LCS

laboratory control sample

QC

quality control

SAP

sampling and analysis plan

metric conversion chart

The following conversion chart is provided to aid the reader in conversion.

Into Metric Units


Out of Metric Units



If You Know
Multiply By
To Get
If You Know
Multiply By
To Get

Length


Length



inches
25.4
millimeters
millimeters
0.039
inches

inches
2.54
centimeters
centimeters
0.394
inches

feet
0.305
meters
meters
3.281
feet

yards
0.914
meters
meters
1.094
yards

miles
1.609
kilometers
kilometers
0.621
miles

Area


Area



sq. inches
6.452
sq. centimeters
sq. centimeters
0.155
sq. inches

sq. feet
0.093
sq. meters
sq. meters
10.76
sq. feet

sq. yards
.0836
sq. meters
sq. meters
1.196
sq. yards

sq. miles
2.6
sq. kilometers
sq. kilometers
0.4
sq. miles

acres
0.405
hectares
hectares
2.47
acres

Mass (weight)


Mass (weight)



ounces
28.35
grams
grams
0.035
ounces

pounds
0.454
kilograms
kilograms
2.205
pounds

ton
0.907
metric ton
metric ton
1.102
ton

Volume


Volume



teaspoons
5
milliliters
milliliters
0.033
fluid ounces

tablespoons
15
milliliters
liters
2.1
pints

fluid ounces
30
milliliters
liters
1.057
quarts

cups
0.24
liters
liters
0.264
gallons

pints
0.47
liters
cubic meters
35.315
cubic feet

quarts
0.95
liters
cubic meters
1.308
cubic yards

gallons
3.8
liters




cubic feet
0.028
cubic meters




cubic yards
0.765
cubic meters




Temperature


Temperature



Fahrenheit
subtract 32, then multiply by 5/9
Celsius
Celsius
multiply by 9/5, then add 32
Fahrenheit

Radioactivity


Radioactivity



picocuries
37
millibecquerel
millibecquerel
0.027
picocuries

1.0 STEP 1 – REVIEW DQOs AND THE SAMPLING DESIGN

The data quality assessment (DQA) process involves the scientific and statistical evaluation of data to determine if it is of the right type, quality, and quantity to support the intended use.  The objective of DQA Step 1 is to review the data quality objectives (DQO) outputs to ensure that the objectives are still applicable and to review the sampling design and data collection documentation for consistency with the DQOs.  This initial step of the DQA process should familiarize the DQA Team with the project documentation and data assembled during the course of the study.

Table 1‑1 identifies the name of each member of the DQA Team, the organization that each member represents, area of expertise, and telephone number where they can be reached.  The identified members participated in one or more of the five steps that comprise the DQA process.

Table 1-1.  DQA Team Members.

Name
Organization
Area of Expertise
Telephone Number
















All existing documents and data pertaining to the investigation were assembled and evaluated.  This evaluation was performed to identify whether the original objectives established by the DQO process were met.  Table 1‑2 was completed to provide the list of key references that were reviewed by the DQA Team members.

Table 1-2.  List of Key References to be Reviewed.

Reference
Location










Table 1‑3 presents a list of the contaminants of concern (COCs) at the site by media type.  This list was derived from the DQO report [Note:  Add reference to DQO report].

Table 1-3.  List of COCs.

Media
COC










The checklist provided in Table 1‑4 was used to assist the DQA Team in completing the various activities required by DQA Step 1.  All identified exceptions to the project-specific DQO workbook or the project-specific sampling and analysis plan (SAP) were noted as comments.

Table 1-4.  DQA Review Checklist.  (2 pages)

Activity
Completion

Date
Name
Date
Comments

DQO Report

1.
Reviewed the project-specific DQO Workbook





1a.
Reviewed decision statements





1b.
Reviewed decision rules





1c.
Reviewed the null hypothesis





1d.
Review the gray region





1e.
Review decision error limits





1f.
Review sampling design rationale





Sampling and Analysis Plan

2.
Review the project-specific sampling and analysis plan





2a.
Review analytical detection levels





2b.
Review analytical precision





2c.
Review analytical accuracy





2d.
Review field QC (duplicates, etc.)





2e.
Review laboratory QC (duplicates, surrogates, LCSs, matrix spikes, etc.)





2f.
Review containers and preservatives





Data Verification/Validation

3.
Review project-specific data verification/validation documentation





3a.
Review rejected data





3b.
Review all assigned data qualifiers





Actual Sampling and Locations

4.
Review project-specific actual sampling locations (site maps)





5.
Review project-specific sampling logs





5a.
Review change notices





5b.
Review non-conformance reports





Table 1‑5 presents a narrative summary of changes and exceptions to the work requirements outlined in the DQO report and the SAP.

Table 1-5.  Identified Changes/Exceptions to DQO Report and Sampling and Analysis Plan.

Summary of Changes and Exceptions



2.0 STEP 2 – CONDUCT PRELIMINARY DATA REVIEW

The intent of DQA Step 2 is to evaluate actual project performance against the established project objectives.  During this step, each critical variable is either confirmed as meeting project requirements or an explanation is provided relative to the resulting impact on project goals.  The tables provided in this section were completed to document these sub-task review activities.  The specific function for each of these tables is summarized in Table 2‑1.

Table 2-1.  Specific Function for DQA Step 2 Tables.

Table #
Function

2-2

2-3

2-4

2-5
Presents results from the review of laboratory quality control data.

2-6

2-7
Presents results from the review of field quality control data.

2-8

2-9
Summarize project data validation qualifiers.

2-10

2-11

2-12

2-13

2-14
Compares achieved results against original DQOs.

2-15
Summarizes quality assurance issues.

2-16
Presents basic project population statistics.

The tables in this section were completed for all project-identified COCs, as well as any additional compounds that showed positive results in the data set.
Table 2‑2 presents the results from the review of laboratory control sample (LCS) information for each media (or individual waste stream) and corresponding COCs.  The LCS that was run with each analytical method contains known concentrations of the analytes being determined and was carried through the entire sample preparation and analysis process.  Commercially available, U.S. Environmental Protection Agency (EPA), or in-house LCS materials prepared from independent standards were utilized.  The purpose of the LCSs was to establish and monitor the laboratory’s analytical process.  The LCS summary column in Table 2‑2 presents LCS information that has had an adverse impact on the reported data (e.g., poor LCS recovery).

Table 2-2.  Laboratory Control Sample Evaluation (Measure of Accuracy).

Media
COC
LCS Summary

"Impact on Data Set"













Table 2‑3 presents the results from the review of sample surrogate or tracer information for each media (or individual waste stream) and corresponding COCs.  Depending upon the analysis being performed, analytical methods may include an internal addition of a known concentration of a compound or isotope to each sample.  The purpose of these surrogate or isotopic tracer spikes is to determine the efficiency of recovery of the targeted analytes within the sample while the sample is being processed and analyzed.  The percent recovery of the surrogate or tracer is then used to gauge the accuracy of the analytical method for that sample.  Table 2‑3 identifies the surrogate or tracer information that has had an adverse impact on the reported data.

Table 2-3.  Surrogate and Tracer Evaluation (Measure of Accuracy).

Media
COC
Surrogate/Tracer Summary

"Impact on Data Set"













Table 2‑4 presents the results from a review of matrix spike information for each media (or individual waste stream) and corresponding COCs.  A matrix spike is an aliquot of a sample spiked with known quantities of analytes and is subjected to the entire analytical procedure.  It is used to indicate the impact of the sample matrix on the method by measuring the recovery or accuracy of the spike results.  The matrix spike summary column in Table 2‑4 identifies matrix spike data that have had an adverse impact on reported data.

Table 2-4.  Sample Matrix Spike Evaluation (Measure of Accuracy).

Media
COC
Matrix Spike Summary

"Impact on Data Set"













Table 2‑5 presents the results from the review of laboratory duplicate and matrix spike duplicate data for each media (or individual waste stream) and corresponding COCs.  A matrix spike duplicate is an additional aliquot of a sample spiked with known quantities of analytes and is subjected to the entire analytical procedure, duplicating the results of the matrix spike.  Laboratory duplicates are separate aliquots of a single sample that are prepared and analyzed concurrently.  The purpose of these samples is to check the precision of the laboratory analysis, the sample preparation methodology, and the analytical methodology.  Table 2‑5 identifies duplicate information that has had an adverse impact on the reported data.

Table 2-5.  Sample Duplicate/Matrix Spike Duplicate Evaluation (Measure of Precision).

Media
COC
Matrix Spike Summary

"Impact on Data Set"













Table 2‑6 presents the results from a review of field duplicate data for each media (or individual waste stream) and corresponding COCs.  Field duplicates are individual samples collected from the same location at the same time, which are then containerized, shipped, and analyzed independently.  The purpose of these samples is to determine the precision of the sampling process and to provide general information concerning the homogeneity or heterogeneity of the sampled media.  Table 2‑6 identifies field duplicate information that is relevant to demonstrating the homogeneity or heterogeneity of the sampled media or waste stream.

Table 2-6.  Field Duplicate Evaluation (Measure of Homogeneity).

Media
COC
Field Duplicate Summary

"Implications for Data Set"













Table 2‑7 presents the results from the analysis of field blank samples.  These results are compared against project detection limit requirements and to detection limits observed in the associated samples.  Table 2‑7 allows a consolidation of this data as compared to the original project goals and the actual detection limits achieved during project implementation.

Table 2-7.  Field Blank Evaluation (Measure of Sensitivity/Accuracy).

COC
Analytical Detection Limit Required
Analytical Detection Limit Achieved
Project Rinsate Blank Conc.
Project Field Source Water

Blank Conc.
Project Trip Blank Conc.






















Table 2‑8 summarizes the total number of analyses performed for each COC and presents the number and type of validation qualifiers associated with each parameter.  The rationale for the validation qualifier is also provided.

Table 2-8.  Summary of Validation Qualifiers.

COC
Number of Analyses
Reason for Validation Qualifier
Validation Qualifiers
(Number Analyses Qualified)




None
U
UJ
J
R



















Table 2‑9 consolidates the primary analytical and validation issues for the project.  This table summarizes the significant impacts on the data set as demonstrated by field quality control (QC), analytical QC, and validation review.

Table 2-9.  Summary of Analytical and Validation Case Narratives.

Media
COC
Summary "Impact on Data Set"













Table 2‑10 identifies whether the data were collected for all of the COCs associated with each media (or individual waste stream) that were identified as part of the DQO process.  An explanation has been provided for all missing information.

Table 2-10.  COCs -- Planned Versus Actual.

Media
COC
Collected
(Y/N)
Explanation
















Table 2‑11 was completed to determine whether the reported detection limits for the COCs are adequate relative to DQO goals and final action levels for each media (or individual waste stream).  Table 2‑11 identifies specific exceptions where the specified goals were not met and provides an explanation for the discrepancies.

Table 2-11.  Analytical Performance -- Detection Limits Planned Versus Actual.

Media
COC
Analytical Method
Final Action Level
Detection Limit Required
Detection Limit Achieved
Exceptions
Explanation




























Table 2‑12 confirms whether the reported precision for each of the COCs is adequate relative to the DQO goals and final action levels for each media (or individual waste stream).  This table identifies the media (or individual waste streams), COCs, analytical methods, final action level, and required precision as defined by the DQO workbook.  This table also identifies the precision achieved, identifies specific exceptions, and provides an explanation when precision levels for a COC were not obtained.

Table 2-12.  Analytical Performance -- Precision Planned Versus Actual.

Media
COC
Analytical Method
Final Action Level
Detection Limit Required
Detection Limit Achieved
Exceptions
Explanation




























Table 2‑13 confirms whether the reported accuracy for each of the COCs is adequate relative to the DQO goals and the final action levels for each media (or individual waste stream).  This table identifies the media (or individual waste streams), COCs, analytical methods, final action level, and required accuracy as defined by the DQO workbook.  Table 2‑13 also identifies the accuracy achieved, identifies specific exceptions, and provides an explanation when accuracy levels for a COC were not obtained.

Table 2-13.  Analytical Performance -- Accuracy Planned Versus Actual.

Media
COC
Analytical Method
Final Action Level
Detection Limit Required
Detection Limit Achieved
Exceptions
Explanation




























Table 2‑14 identifies whether the total number of measurements collected is consistent with the total number of measurements required by the DQO report and the SAP.  This table identifies the decision statement number, the media (or individual waste streams), COCs, number of measurements planned within each population, and the number of measurements actually obtained during the study (including rejected or suspect results).

Table 2-14.  Populations of Interest.

DS #
Media
COC
Total Number of Measurements Planned
Total Number of Measurements Collected



















Table 2‑15 presents the significant findings or nonconformances that resulted from audit and surveillance activities and a summary of the potential project implications.

Table 2-15.  Quality Assurance Summary.

Audit, Surveillance, Non-Conformance
Finding
Project Implication













Table 2‑16 presents the basis statistical quantities calculated for each population data set.  These quantities include the mean, standard deviation, coefficient of variation, minimum, maximum, and number of measurements.

Table 2-16.  Basic Population Statistics.

Media
COC
Mean
Standard Deviation
Coefficient of Variation
Min.
Max.
No. of Measurements




























The following section provides graphical plots to aide the viewer in identifying patterns and trends in the data as well as identifying outliers.  The types of graphical plots presented include…(Insert information on types of plots.)

3.0 STEP 3 – SELECT THE STATISTICAL TEST

The purpose of DQA Step 3 is to select the most appropriate statistical hypothesis test for determining whether the null hypothesis established in Step 1 can be rejected.  The data user’s objectives and the results from the preliminary data review are used to support the selection process.  The assumptions for the selected statistical hypothesis test shall be rigorously verified in Step 4.  If all assumptions are verified in Step 4, then the selected statistical hypothesis test shall be used in Step 5 to formally test the null hypothesis.  Otherwise, Step 3 shall be repeated until all of the assumptions have been verified.

3.1 SELECT THE STATISTICAL TEST

Tables 3‑1 through 3‑8 have been completed in order to select the most appropriate statistical hypothesis test for testing the null hypothesis.  Tables 3‑2 through 3‑4 apply only when comparison is made against a fixed threshold (e.g., cleanup level), while Tables 3‑5 through 3‑8 apply only when a comparison is made against two sample populations (e.g., study area and background).

3.1.1 Type of Evaluation

Table 3‑1 identifies whether the evaluation that was performed involved a comparison against a fixed threshold (e.g., cleanup level) or a comparison between two sample populations (e.g., study area and background).

Table 3-1.  Statistical Test – Type of Evaluation.

Indicate Selection
Type of Evaluation
Example
Follow-up


Comparing results against a fixed threshold value.
To see if cadmium results exceed its regulatory action limit.
If chosen, refer to Figure 3‑1 and proceed to Section 3.1.1.1.


Comparing data from two different populations.
To see if barium concentrations in soil at Site-X exceed the background soil concentrations for barium.
If chosen, refer to Figure 3‑2 and proceed to Section 3.1.1.2.

3.1.1.1
Comparison Against a Fixed Threshold.  This section identifies the selected statistical hypothesis test to be used in the comparison of data results against a fixed threshold.  The selection was made with the assistance of the flow chart presented in Figure 3‑1.

Figure 3-1.  Title???.

As an initial step in the process of selecting the statistical hypothesis test, an "X" was placed in the selection column of Table 3‑2 to identify the type of parameter that is to be evaluated against a fixed threshold.  This selection is consistent with the null hypothesis identified in DQA Step 1.

Table 3-2.  Statistical Tests -- Fixed Threshold/Type of Parameter.

Selection
Type of Parametera
Example of Test
Follow-up


Proportion/percentile
Do at least 90% of the zinc concentrations fall below its regulatory action level?
If chosen, the one-sample proportion test is the statistical hypothesis test to be performed. This completes the selection process.  Proceed to Table 3‑9 for the list of assumptions and limitations of this statistical hypothesis test.


Mean (average) value, median (50th percentile) value, or some other statistic
Is the mean iron concentration less than its regulatory action level?
If chosen, proceed to Table 3‑3.

a
The type of parameter chosen should be consistent with the null hypothesis that was previously chosen (see Step 1 of this DQA workbook).  There are many types of statistical parameters, but this DQA workbook is limited to the two types of parameters presented in this table.

The data distribution and number of data points that best fit the project data have been selected in Table 3‑3 by placing an “X” under the "Selection" column heading.  Note that there were two choices of statistical hypothesis tests for the case where the distribution of the data is judged to be normally distributed and less than 10 data points are available for analysis (see the first two rows of the table).  The statistical hypothesis test recommended in Table 3‑3 will be verified in DQA Step 4.  Proceed to the next appropriate table based on the category selected.

Table 3-3.  Statistical Tests -- Fixed Threshold/Distribution Type.  (2 pages)

Selection
Are the Data Normally Distributed?a
Number of Data Points Available
Recommended Statistical Hypothesis Testb


Yes
< 10
The recommended statistical hypothesis test is the non-parametric Wilcoxon Signed Rank Test.  If this test is chosen, proceed to Table 3‑9 for the list of assumptions and limitations for this statistical hypothesis test.


Yes
< 10
The statistical hypothesis test that is not recommended, but potentially valid is the parametric One-Sample t-Test.  If the One-Sample t-Test is chosen, then the user must provide clear justification for making this choice over the non-parametric Wilcoxon Signed Rank Test, with such a small sample size available for analysis.  Proceed to Table 3‑4 to provide justification for choosing the One-Sample t‑Test over the Wilcoxon Signed Rank Test.


Yes
> 10
The parametric One-Sample t-Test is the statistical hypothesis test to be performed.  Proceed to Table 3‑9 for the list of assumptions and limitations for this statistical hypothesis test.


No
< 20
The non-parametric Wilcoxon Signed Rank Test is the statistical hypothesis test to be performed.  Proceed to Table 3‑9 for the list of assumptions and limitations for this statistical hypothesis test.


No
> 20
The non-parametric large sample approximation to the Wilcoxon Signed Rank Test is the statistical hypothesis test to be performed.  Proceed to Table 3‑9 for the list of assumptions and limitations for this statistical hypothesis test.

a
Normality is a key question in the selection process.  The user is to make their best-educated guess as to whether or not the data are normally distributed, based on previous data review (see Step 2 of this DQA workbook) and on process knowledge.  The assumption of normality will be formally, rigorously tested in Step 4 of the DQA process.

b
In the event that the data are judged to be normally distributed but there are less than 10 data points available for analysis, the user has a choice of statistical hypothesis tests (see the first two rows in the table).  Because the data distribution may not be adequately determined with such a small sample size, the recommended statistical hypothesis test is the non-parametric Wilcoxon Signed Rank Test.  However, the user has a choice of instead selecting the parametric One-Sample t‑Test, but must make clear justification for this selection over the recommended Wilcoxon Signed Rank Test.

For the case where available data are judged to be normally distributed and there are less than 10 data points available for the comparison against a threshold value, Table 3‑4 provides justification for not choosing the Wilcoxon Signed Rank Test.

Table 3-4.  Justification for Not Choosing the Wilcoxon Signed Rank Test.a


a
For the case where the data from the population are judged to be normally distributed, but the sample size is < 10.  Upon completion of this table, proceed to Table 3‑9 for the list of assumptions and limitations for the One-Sample t-Test.

3.1.1.2
Comparison Between Two Populations.  This section identifies the selected statistical hypothesis test to be used in comparing the data results from two different populations.  The selection was made with the assistance of the flow chart presented in Figure 3‑2.

As an initial step in the process of selecting the statistical hypothesis test, an "X" was placed in the selection column of Table 3‑5 to identify the type of parameter that is to be evaluated against a fixed threshold.  This selection is consistent with the null hypothesis identified in DQA Step 1.

Figure 3-2.  Title???.

Table 3-5.  Statistical Tests -- Two Populations/Type of Parameter.

Selection
Type of Parametera
Example of Test
Follow-Up


Proportion/ percentile
Is the proportion of iron concentrations that fall below its regulatory limit greater in Area A or in Area B?
If chosen, the two-sample proportion test is the statistical hypothesis test to be performed.  Proceed to Table 3‑9 for the list of assumptions and limitations of this statistical hypothesis test.


Mean (average) value, median (50th percentile) value, or some other parameter of interest
Is the mean barium concentration at Site A greater than the mean background barium concentration?
If chosen, proceed to Table 3‑6.

a
The type of parameter chosen should be consistent with the null hypothesis that was previously chosen (see Step 1 of this DQA workbook).  There are many types of statistical parameters, but this DQA workbook is limited to the two types of parameters presented in this table.

The data distribution and number of data points that best fit the project data have been selected in Table 3‑6 by placing an "X" under the "Selection" column heading.  Note that there were two choices of statistical hypothesis tests for the case where the distribution of the data is judged to be normally distributed and less than 10 data points are available for analysis (see the second and third rows of the table).  The statistical hypothesis test recommended in Table 3‑6 will later be verified in DQA Step 4.  Proceed to the next appropriate table based on the category selected.

Table 3-6.  Statistical Tests – Two Populations/Distribution Type.  (2 pages)

Selection
Are the Data Normally Distributed for Both Populations?a
Are Both Sample Sizes > 10?
Follow-Upb


Yes
Yes
If chosen, proceed to Table 3-8.


Yes
No
The recommended statistical test is the non-parametric Wilcoxon Rank Sum Test.  If this test is chosen, proceed to Table 3‑9 for the list of assumptions and limitations for this statistical hypothesis test. 


Yes
No
This choice of selection is one of going against the recommended non-parametric Wilcoxon Rank Sum Test and instead, proceeding down the path in Figure 3‑2 as if the data were normally distributed and the number of data points for each population was > 10.  In this case, clear justification for choosing this path must be documented.  Proceed to Table 3‑7 to provide this justification.


No
Yes
The large sample approximation to the Wilcoxon Rank Sum Test is the statistical hypothesis test to be performed.  Proceed to Table 3‑9 for the list of assumptions and limitations for this statistical hypothesis test.


No
No
The Wilcoxon Rank Sum Test is the statistical hypothesis test to be performed.  Proceed to Table 3‑9 for the list of assumptions and limitations for this statistical hypothesis test.

a
Normality is a key question in the selection process.  The user is to make their best-educated guess as to whether or not the data are normally distributed, based on previous data review (see Step 2 of the DQA workbook) and on process knowledge. The assumption of normality will be formally, rigorously tested in Step 4 of this DQA process.

b
In the event that the data are judged to be normally distributed for both populations but there are less than 10 data points available for one or both populations, the user has a choice of statistical hypothesis tests (see the second and third rows in the table).  Because the data distribution may not be adequately determined with such a small sample size, the recommended statistical hypothesis test is the non-parametric Wilcoxon Rank Sum Test.  However, the user has a choice of instead selecting the path as if both sample sizes were > 10, but must make clear justification for this selection over the recommended Wilcoxon Rank Sum Test.

For those cases where the user has gone against the recommended choice of the Wilcoxon Rank Sum Test, when the data from both populations have been judged to be normally distributed, and there are less than 10 data points available from one or both populations, clear justification has been provided in Table 3‑7.

Table 3-7.  Justification for Not Choosing Recommended Wilcoxon Rank Sum Test for Two Populations.a


a
For the case where the data from both populations are judged to be normally distributed but the sample size for one or both of the populations is < 10.  Upon completion of this table, proceed to Table 3‑8 for further instructions on the selection of the statistical hypothesis test.

Table 3‑8 has been completed for those cases where the data from both populations are considered normally distributed and there are > 10 data points available from both populations.  An "X" was placed under the "Selection" column to indicate whether the variances between the two populations are considered based on professional judgment to be statistically different.  The completion of this table finalizes the selection of the statistical hypothesis test for use in comparing the two populations of interest.  The statistical hypothesis test recommended in Table 3‑8 will later be verified in DQA Step 4.

Table 3-8.  Statistical Test – Variances from Two Populations.

Selection
Are the Variances from the Two Populations Statistically Different?a
Follow-Up


Yes
If chosen, Satterthwaite’s Two‑Sample t-Test is the statistical hypothesis test to be performed.  Proceed to Table 3‑9 for the list of assumptions and limitations of this statistical hypothesis test.


No
If chosen, Student’s Two‑Sample t-Test is the statistical hypothesis test to be performed.  Proceed to Table 3‑9 for the list of assumptions and limitations of this statistical hypothesis test.

a
Equality of variances is a key question in the selection process.  The user is to make their best-educated guess as to whether or not the variances from the two populations are statistically different, based on previous data review (see Step 2 of the DQA workbook) and on process knowledge.  The assumption of equality of variances will be formally, rigorously tested in Step 4 of the DQA process.

3.1.2 Assumptions Pertaining to Selected Statistical Hypothesis Test

In Table 3‑9 an "X" has been placed under the "Selection" column to identify the selected statistical hypothesis test and to provide information on the purpose, assumptions, and limitations of the selected test.

Table 3-9.  Assumptions Pertaining to Selected Statistical Hypothesis Test.

Selection
Statistical Hypothesis Test Chosen
Test Chosen Based on Which Flow Chart?
Purpose, Assumptions, and Limitations


One-Sample Proportion Test
Figure 3-1 (fixed threshold)
DQA Workbook Level 2


One-Sample t-Test
Figure 3-1 (fixed threshold)
DQA Workbook Level 2


Wilcoxon Signed Rank Test
Figure 3-1 (fixed threshold)
DQA Workbook Level 2


Large sample approximation to Wilcoxon Signed Rank Test
Figure 3-1 (fixed threshold)
DQA Workbook Level 2


Two-Sample Proportion Test
Figure 3-2 (two populations)
DQA Workbook Level 2


Student’s Two-Sample t‑Test
Figure 3-2 (two populations)
DQA Workbook Level 2


Satterthwaite’s Two-Sample t‑Test
Figure 3-2 (two populations)
DQA Workbook Level 2


Wilcoxon Rank Sum Test
Figure 3-2 (two populations)
DQA Workbook Level 2


Large sample approximation to Wilcoxon Rank Sum Test
Figure 3-2 (two populations)
DQA Workbook Level 2

4.0 STEP 4 – VERIFY THE ASSUMPTIONS OF THE STATISTICAL TEST

The purpose of DQA Step 4 is to verify the assumptions of the statistical hypothesis test chosen in DQA Step 3.  In this step, the user determines whether the data support the underlying assumptions of the statistical hypothesis test or if modifications to the data are necessary before proceeding with further statistical analysis.  This determination was performed quantitatively by performing specific statistical tests to verify specific assumptions about the selected statistical hypothesis test.  Graphical representations of the data presented in DQA Step 2 were used to provide important qualitative information in the process of verifying assumptions.

In Table 4‑1, an "X" was placed under the "Selection" column to identify the statistical hypothesis test that was selected in DQA Step 3.  The user then proceeded to the appropriate table based on the test selected.

Table 4-1.  Statistical Hypothesis Test Selected in DQA Step 3.

Selection
Selected Statistical Hypothesis Test 
Follow-Up


One-Sample Proportion Test
Proceed to Table 4-2


One-Sample t-Test
Proceed to Table 4-4


Wilcoxon Signed Rank Test
Proceed to Table 4-6


Large sample approximation to the Wilcoxon Signed Rank Test
Proceed to Table 4-8


Two-Sample Proportion Test
Proceed to Table 4-10


Student’s Two-Sample t-Test
Proceed to Table 4-12


Satterthwaite’s Two-Sample t-Test
Proceed to Table 4-14


Wilcoxon Rank Sum Test
Proceed to Table 4-16


Large sample approximation to the Wilcoxon Rank Sum Test
Proceed to Table 4-18

4.1 Verifying Assumptions for the One-Sample Proportion Test

The assumptions for the One-Sample Proportion Test are listed in Table 4‑2.  For each assumption listed, a corresponding verification action is identified.  For each assumption, the user highlighted the appropriate response (i.e., assumption verified or assumption not verified) in the column labeled "Result of Verification Action."  If the assumption was not verified, the suggested action presented in Table 4‑2 was performed.

Table 4-2.  Verification of Assumptions for the One-Sample Proportion Test.a

Assumptions
Verification Action
Result of Verification Action
(select one)
Suggested Action if Assumption Not Met

1.
The data to be evaluated can be expressed as a proportion.
Consider the null hypothesis and the data available; then determine if the data can be expressed as a proportion in light of the null hypothesis.
Assumption verified

Assumption not verified
Review the null hypothesis and/or the data again.

2.
Data are collected as a random sample from the population of interest.
Review procedures and documentation used to select the sample data points (to determine if randomization was used).
Assumption verified

Assumption not verified
Discuss this situation with a statistician and with the project team.

a
There are limitations to consider when performing this statistical procedure.  The limitations shown in Table 3‑9  should also be taken into consideration before actually performing this procedure.

In Table 4‑3, an "X" was placed under the "Selection" column to indicate whether The One-Sample Proportion Test is appropriate.  If all assumptions for the test were verified in Table 4‑2, the user then proceeded to DQA Step 5.  Otherwise, the user returned to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-3.  Final Determination for the One‑Sample Proportion Test.

Selection
Were All Assumptions Verified?
Follow-Up


Yes
Proceed to DQA Step 5


No
Return to DQA Step 3

4.2 Verifying Assumptions for the One-Sample T-Test

The assumptions for the One-Sample t-Test are listed in Table 4‑4.  For each assumption listed, a corresponding verification action is identified.  For each assumption, the user selected the appropriate response (i.e., assumption verified or assumption not verified) in the column labeled "Result of Verification Action."  If the assumption was not verified, the suggested action presented in Table 4‑4 was performed.

Table 4-4.  Verification of Assumptions for the One‑Sample t‑Test.a

Assumptions
Verification Action
Result of Verification Action
(select one)
Suggested Action if Assumption Not Met

1.
Data are collected as a random sample from the population of interest.
Review procedures and documentation used to select the sample data points (to determine if randomization was used).
Assumption verified

Assumption not verified
Discuss this situation with a statistician and with the project team.

2.
The sample mean value is approximately normally distributed.
If the sample size is < 50, perform the Shapiro-Wilk W Test for Normality.b
If the sample size is > 50, use Filliben's Statistic to test for normality.b
Assumption verified

Assumption not verified
1.
Consider transforming the data to achieve normality (re-test the transformed data for normality).

2.
Consider a non-parametric procedure (Wilcoxon Signed Rank Test).

a
There are limitations to consider when performing this statistical procedure.  The limitations shown in Table 3‑9 should also be taken into consideration before actually performing this procedure.

b
There are many statistical tests that can be used to test for normality.  The recommended tests are shown above, but both tests are difficult to compute by hand and instructions are not contained in this workbook for these tests.  However, these tests are often contained in software packages (e.g., using DQA DataQUEST software) and can be performed electronically when the appropriate software is available.  In the event that software containing the recommended tests for normality is not available, the ordered preference of testing for normality follows.  For small sample sizes (< 50), next consider Filliben's Statistic (software is required) and then the Studentized Range Test.  Note that the Studentized Range Test is not applicable for non-symmetrical data with large tails; also tables of critical values are required for this test.  For larger sample sizes (> 50) consider the Studentized Range Test (see the conditions stated above) as the next option, followed by Geary’s Test.  If the user has difficulty implementing the test for normality, a statistician should be consulted for guidance/assistance.

In Table 4‑5, an "X" was placed under the "Selection" column to indicate whether the One-Sample t-Test is appropriate.  If all assumptions for the test were verified in Table 4‑4, then the user proceeded to DQA Step 5.  Otherwise, the user returned to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-5.  Final Determination for the One‑Sample t‑Test.

Selection
Were All Assumptions Verified?
Follow-Up


Yes
Proceed to Step 5


No
Return to Step 3

4.3 Verifying Assumptions for the Wilcoxon Signed Rank Test

The assumptions for the Wilcoxon Signed Rank Test are listed in Table 4‑6.  For each assumption listed, a corresponding verification action is identified.  For each assumption, the user selected the appropriate response (i.e., assumption verified, assumption not verified) in the column labeled "Result of Verification Action."  If the assumption was not verified, the suggested action presented in Table 4‑6 was performed.

Table 4-6.  Verification of Assumptions for the Wilcoxon Signed Rank Test.a

Assumptions
Verification Action
Result of Verification Action
(select one)
Suggested Action if Assumption Not Met

1.
Data are collected as a random sample from the population of interest.
Review procedures and documentation used to select the sample data points (to determine if randomization was used).
Assumption verified

Assumption not verified
Discuss this situation with a statistician and with the project team.

2.
The population is continuous and symmetric about its mean or median.
1.
Verify that there are not just a limited number of possible measurement values.

2.
Create a histogram (this may have already been done in Step 2) to determine if data falling on each side of the mean (or median) appear to be approximately equally distributed.
Assumption verified

Assumption not verified
1.
Discuss this situation with a statistician.

2.
Consider a transformation of the data to obtain symmetry.

3.
The sample mean value is not normally distributed.b
Since the sample size is < 50, perform the Shapiro-Wilk W Test for Normality.c
Assumption verified

Assumption not verified
The parametric One-Sample t-Test procedure is a more powerful test and should be considered.

a
There are limitations to consider when performing this statistical procedure.  The limitations shown in Table 3‑9 should also be taken into consideration before actually performing this procedure.

b
This statement is not a formal assumption of the Wilcoxon Signed Rank Test, but nevertheless should be considered.  Recall from Table 3‑3 that the Wilcoxon Signed Rank Test requires that the number of data values is < 20.  If the data are approximately normally distributed, then the One-Sample t-Test is the more appropriate test (and is more powerful than the Wilcoxon Signed Rank Test).  Note, however, that if there are < 10 data points available, difficulties may arise in determining the data distribution.  In this case (when there are < 10 data points), the requirement to test for normality is optional.  When the sample size is > 10 but < 20, then the test for normality should be performed.  The user must demonstrate approximate normality of the data before choosing and performing the One-Sample t‑Test.

c
There are many statistical tests that can be used to test for normality.  The recommended tests are shown above, but both tests are difficult to compute by hand and instructions are not contained in this workbook for these tests.  However, these tests are often contained in software packages (e.g., using DQA DataQUEST software) and can be performed electronically when the appropriate software is available.  In the event that software containing the recommended tests for normality is not available, the ordered preference of testing for normality follows.  For small sample sizes (< 50), next consider Filliben's Statistic (software is required) and then the Studentized Range Test.  Note that the Studentized Range Test is not applicable for non-symmetrical data with large tails; also tables of critical values are required for this test.  If the user has difficulty implementing the test for normality, a statistician should be consulted for guidance/assistance.

In Table 4‑7, an "X" was placed under the "Selection" column to indicate whether or not the Wilcoxon Signed Rank Test is appropriate.  If all assumptions for the test were verified in Table 4‑6, then the user proceeded to DQA Step 5.  Otherwise, the user returned to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-7.  Final Determination for the Wilcoxon Signed Rank Test.

Selection
Were All Assumptions Verified?
Follow-Up


Yes
Proceed to Step 5


No
Return to Step 3

4.4 Verifying Assumptions for the Large Sample Approximation to the Wilcoxon Signed Rank Test

The assumptions for the large sample approximation to the Wilcoxon Signed Rank Test are listed in Table 4‑8 below.  For each assumption listed, a corresponding verification action is identified.  For each assumption, the user selected the appropriate response (i.e., assumption verified, assumption not verified) in the column labeled "Result of Verification Action."  If the assumption was not verified, the suggested action presented in Table 4‑8 was performed.

Table 4-8.  Verification of Assumptions for the Large Sample Approximation to the Wilcoxon Signed Rank Test.a  (2 pages)

Assumptions
Verification Action
Result of Verification Action
(select one)
Suggested Action if Assumption Not Met

1.
Data are collected as a random sample from the population of interest.
Review procedures and documentation used to select the sample data points (to determine if randomization was used).
Assumption verified

Assumption not verified
Discuss this situation with a statistician and the project team.

2.
The population is continuous and symmetric about its mean or median.
1.
Verify that there are not just a limited number of possible measurement values.

2.
Create a histogram (this may have already been done in Step 2) to determine if data falling on each side of the mean (or median) appear to be approximately equally distributed.
Assumption verified

Assumption not verified
1.
Discuss this situation with a statistician.

2.
Consider a transformation of the data to obtain symmetry.

3.
The sample size is greater than or equal to 20.
Check the number of useable data points.
Assumption verified

Assumption not verified
The Wilcoxon Signed Rank Test should be used for smaller sample sizes.

4.
The sample mean value is not normally distributed.b
If the sample size is < 50, perform the Shapiro-Wilk W Test for Normality.c
If the sample size is > 50, use Filliben's Statistic to test for normality.c
Assumption verified

Assumption not verified
The parametric One-Sample t-Test procedure is a more powerful test and should be considered.

a
There are limitations to consider when performing this statistical procedure. The limitations shown in Table 3‑9 should also be taken into consideration before actually performing this procedure.

b
This statement is not a formal assumption of the large sample approximation to the Wilcoxon Signed Rank Test, but nevertheless should be verified.  If the data are approximately normally distributed, then the One-Sample t-Test is the appropriate test (and is more powerful than the large sample approximation to the Wilcoxon Signed Rank Test).

c
There are many statistical tests that can be used to test for normality.  The recommended tests are shown above, but both tests are difficult to compute by hand and instructions are not contained in this workbook for these tests.  However, these tests are often contained in software packages (e.g., using DQA DataQUEST software) and can be performed electronically when the appropriate software is available.  In the event that software containing the recommended tests for normality is not available, the ordered preference of testing for normality follows.  For small sample sizes (< 50), next consider Filliben's Statistic (software is required) and then the Studentized Range Test.  Note that the Studentized Range Test is not applicable for non-symmetrical data with large tails; also tables of critical values are required for this test.  For larger sample sizes (> 50), consider the Studentized Range Test (see conditions stated above) as the next option, followed by Geary’s Test.  If the user has difficulty implementing the test for normality, a statistician should be consulted for guidance/assistance.

In Table 4‑9, an "X" was placed under the "Selection" column to indicate whether or not the large sample approximation to the Wilcoxon Signed Rank Test is appropriate.  If all assumptions for the test were verified in Table 4‑8, then the user proceeded to DQA Step 5.  Otherwise, the user returned to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-9.  Final Determination for the Large Sample Approximation to the Wilcoxon Signed Rank Test.

Selection
Were All Assumptions Verified?
Follow-Up


Yes
Proceed to Step 5


No
Return to Step 3

4.5 Verifying Assumptions for the Two-Sample Proportion Test

The assumptions for the Two-Sample Proportion Test are listed in Table 4‑10 below.  For each assumption listed, a corresponding verification action is identified.  For each assumption, the user selected the appropriate response (i.e., assumption verified, assumption not verified) in the column labeled "Result of Verification Action."  If the assumption was not verified, the suggested action presented in Table 4‑10 was performed.

Table 4-10.  Verification of Assumptions for the Two‑Sample Proportion Test.a

Assumptions
Verification Action
Result of Verification Action
(select one)
Suggested Action if Assumption Not Met

1.
The data from both populations to be evaluated can be expressed as proportions.
Consider the null hypothesis and the data available; then determine if the data (from both populations) can be expressed as a proportion in light of the null hypothesis.
Assumption verified

Assumption not verified
Review the null hypothesis and/or the data again.

2.
Data are collected as random samples from both populations of interest.
Review procedures and documentation used to select the sample data points from both populations (to determine if randomization was used).
Assumption verified

Assumption not verified
Discuss this situation with a statistician and with the project team.

a
There are limitations to consider when performing this statistical procedure.  The limitations shown in Table 3‑9 should also be taken into consideration before actually performing this procedure.

In Table 4‑11, an "X" was placed under the "Selection" column to indicate whether the Two-Sample Proportion Test is appropriate.  If all assumptions for the test were verified in Table 4‑10, then the user proceeded to DQA Step 5.  Otherwise, the user returned to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-11.  Final Determination for the Two‑Sample Proportion Test.

Selection
Were All Assumptions Verified?
Follow-Up


Yes
Proceed to Step 5


No
Return to Step 3

4.6 Verifying Assumptions for the Student’s Two‑Sample t‑Test

The assumptions for the Student’s Two-Sample t-Test are listed in Table 4‑12.  For each assumption listed, a corresponding verification action is identified.  For each assumption, the user selected the appropriate response (i.e., assumption verified, assumption not verified) in the column labeled "Result of Verification Action."  If the assumption was not verified, the suggested action presented in Table 4‑12 was performed.

Table 4-12.  Verification of Assumptions for Student’s Two‑Sample t‑Test.a

Assumptions
Verification Action
Result of Verification Action
(select one)
Suggested Action if Assumption Not Met

1.
Data are collected as random samples from both populations of interest.
Review procedures and documentation used to select the sample data points from both populations (to determine if randomization was used).
Assumption verified

Assumption not verified
Discuss this situation with a statistician and with the project team.

2.
The sample means are approximately normally distributed for both populations.
For each population, perform a statistical test for normality:

If the sample size is < 50, perform the Shapiro-Wilk W Test for Normality.b
If the sample size is > 50, use Filliben's Statistic to test for normality.b
Assumption verified 

Assumption not verified
1.
Consider transforming the data to achieve normality (re-test the transformed data for normality).

2.
Consider a non-parametric procedure (Wilcoxon Rank Sum Test).

3.
The variances of the two populations are not statistically different.
Perform the F-Test for equality of two variances.c

Assumption verified 

Assumption not verified
For normal data with unequal variances, Satterthwaite’s Two-Sample t-Test is the appropriate statistical hypothesis test to use in Step 5.

a
There are limitations to consider when performing this statistical procedure.  The limitations shown in Table 3‑9 should also be taken into consideration before actually performing this procedure.
b
There are many statistical tests that can be used to test for normality.  The recommended tests are shown above, but both tests are difficult to compute by hand and instructions are not contained in this workbook for these tests.  However, these tests are often contained in software packages (e.g., using DQA DataQUEST software) and can be performed electronically when the appropriate software is available.  In the event that software containing the recommended tests for normality is not available, the ordered preference of testing for normality follows.  For small sample sizes (< 50), next consider Filliben's Statistic (software is required) and then the Studentized Range Test.  Note that the Studentized Range Test is not applicable for non-symmetrical data with large tails; also tables of critical values are required for this test.  For larger sample sizes (> 50), consider the Studentized Range Test (see conditions stated above) as the next option, followed by Geary’s Test.  If the user has difficulty implementing the test for normality, a statistician should be consulted for guidance/assistance.

c
There are many statistical tests that can be used to test for equality of variances.  The recommended test is the F‑Test for equality of two variances.  If the user has difficulty in implementing this test, a statistician should be consulted for guidance/assistance.

In Table 4‑13, an "X" was placed under the selection column to indicate whether or not the Student’s Two-Sample t-Test is appropriate.  If all assumptions for the test were verified in Table 4‑12, then the user proceeded to DQA Step 5.  Otherwise, the user returned to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-13.  Final Determination for the Two‑Sample t‑Test.

Selection
Were All Assumptions Verified?
Follow-Up


Yes
Proceed to Step 5


No
Return to Step 3

4.7 Verifying Assumptions for the Satterthwaite’s Two‑Sample t‑Test

The assumptions for the Satterthwaite’s Two-Sample t‑Test are listed in Table 4‑14 below.  For each assumption listed, a corresponding verification action is identified.  For each assumption, the user selected the appropriate response (i.e., assumption verified, assumption not verified) in the column labeled "Result of Verification Action."  If the assumption was not verified, the suggested action presented in Table 4‑14 was performed.

Table 4-14.  Verification of Assumptions for Satterthwaite’s Two‑Sample t‑Test.a  (2 pages)

Assumptions
Verification Action
Result of Verification Action
(select one)
Suggested Action if Assumption Not Met

1.
Data are collected as random samples from both populations of interest.
Review procedures and documentation used to select the sample data points from both populations (to determine if randomization was used).
Assumption verified

Assumption not verified
Discuss this situation with a statistician and with the project team.

2.
The sample means are approximately normally distributed for both populations.
For each population, perform a statistical test for normality:

If the sample size is < 50, perform the Shapiro-Wilk W Test for Normality.b
If the sample size is > 50, use Filliben's Statistic to test for normality.b
Assumption verified 

Assumption not verified
1.
Consider transforming the data to achieve normality (re-test the transformed data for normality).

2.
Consider a non-parametric procedure (Wilcoxon Rank Sum Test).

3.
The variances of the two populations are statistically different.
Perform the F-Test for equality of two variances.c

Assumption verified

Assumption not verified
For normal data with variances that are not statistically different, Student’s Two-Sample t‑Test is the appropriate statistical hypothesis test to use in Step 5.

a
There are limitations to consider when performing this statistical procedure.  The limitations shown in Table 3‑9 should also be taken into consideration before actually performing this procedure.

b
There are many statistical tests that can be used to test for normality.  The recommended tests are shown above, but both tests are difficult to compute by hand and instructions are not contained in this workbook for these tests.  However, these tests are often contained in software packages (e.g., using DQA DataQUEST software) and can be performed electronically when the appropriate software is available. In the event that software containing the recommended tests for normality is not available, the ordered preference of testing for normality follows.  For small sample sizes (< 50), next consider Filliben's Statistic (software is required) and then the Studentized Range Test.  Note that the Studentized Range Test is not applicable for non-symmetrical data with large tails; also tables of critical values are required for this test.  For larger sample sizes (> 50), consider the Studentized Range Test (see conditions stated above) as the next option, followed by Geary’s Test.  If the user has difficulty implementing the test for normality, a statistician should be consulted for guidance/assistance.

c
There are many statistical tests that can be used to test for equality of variances.  The recommended test is the F‑Test for equality of two variances.  If the user has difficulty in implementing this test, a statistician should be consulted for guidance/assistance.

In Table 4‑15, an "X" was placed under the "Selection" column to indicate whether or not the Satterthwaite’s Two-Sample t-Test is appropriate.  If all assumptions for the test were verified in Table 4‑14, then the user proceeded to DQA Step 5.  Otherwise, the user returned to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-15.  Final Determination for Satterthwaite’s Two‑Sample t‑Test.

Selection
Were All Assumptions Verified?
Follow-Up


Yes
Proceed to Step 5


No
Return to Step 3

4.8 Verifying Assumptions for the Wilcoxon Rank Sum Test

The assumptions for the Wilcoxon Rank Sum Test are listed in Table 4‑16.  For each assumption listed, a corresponding verification action is identified.  For each assumption, the user selected the appropriate response (i.e., assumption verified, assumption not verified) in the column labeled "Result of Verification Action."  If the assumption was not verified, the suggested action presented in Table 4‑16 was performed.

***

Table 4-16.  Verification of Assumptions for the Wilcoxon Rank Sum Test.a

Assumptions
Verification Action
Result of Verification Action
(select one)
Suggested Action if Assumption Not Met

1.
Data are collected as random samples from both populations of interest.
Review procedures and documentation used to select the sample data points from both populations (to determine if randomization was used).
Assumption verified

Assumption not verified
Discuss this situation with a statistician and with the project team.

2.
The two populations have approximately the same shape and dispersion.
Create a histogram (this may have already been done in Step 2) for both populations to determine if the shapes of the two distributions appear to be similar.

Review the summary statistics (from Step 2) for each population to see if the variation is similar.
Assumption verified

Assumption not verified
Discuss this situation with a statistician.

Use professional judgement (along with the data review) to determine if the shape and dispersion of the two populations are similar.

3.
The sample mean value is not normally distributed for both populations.b
If the sample size is < 50, perform the Shapiro-Wilk W Test for Normality.c
If the sample size is > 50, use Filliben's Statistic to test for normality.c
Assumption verified

Assumption not verified
Student’s Two-Sample t‑Test (for equal variances) or Satterthwaite’s Two-Sample t‑Test (for unequal variances) are more powerful tests and should be considered.

a
There are limitations to consider when performing this statistical procedure.  The limitations shown in Table 3‑9 should also be taken into consideration before actually performing this procedure.

b
This statement is not a formal assumption of the Wilcoxon Rank Sum Test, but nevertheless should be considered.  Recall from Step 3‑6 that the Wilcoxon Rank Sum Test requires that the number of data values for one or both of the samples is < 10.  If the data from both populations are approximately normally distributed, then Student’s Two-Sample t-Test (for equal variances) or Satterthwaite’s Two-Sample t-Test (for unequal variances) would be more appropriate and more powerful than the Wilcoxon Rank Sum Test.  Note however, that if there are < 10 data points available, difficulties may arise in determining the data distribution.  In this case (when there are < 10 data points), the requirement to test for normality is optional.  The user must demonstrate approximate normality of the data before choosing and performing the Student’s Two‑Sample t-Test (for equal variances) or Satterthwaite’s Two-Sample t-Test (for unequal variances).

c
There are many statistical tests that can be used to test for normality.  The recommended test is shown above, but this test is difficult to compute by hand and instructions are not contained in this workbook for this test.  However, this test is often contained in software packages (e.g., using DQA DataQUEST software) and can be performed electronically when the appropriate software is available. In the event that software containing the recommended test for normality is not available, the ordered preference of testing for normality follows.  For small sample sizes (< 50), next consider Filliben's Statistic (software is required) and then the Studentized Range Test.  Note that the Studentized Range Test is not applicable for non-symmetrical data with large tails; also tables of critical values are required for this test.  If the user has difficulty implementing the test for normality, a statistician should be consulted for guidance/assistance.

In Table 4‑17, an "X" was placed under the selection column to indicate whether or not the Wilcoxon Rank Sum Test is appropriate.  If all assumptions for the test were verified in Table 4‑16, then the user proceeded to DQA Step 5.  Otherwise, the user returned to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-17.  Final Determination for the Wilcoxon Rank Sum Test.

Selection
Were All Assumptions Verified?
Follow-Up


Yes
Proceed to Step 5


No
Return to Step 3

4.9 Verifying Assumptions for the Large Sample Approximation to the Wilcoxon Rank Sum Test

The assumptions for the large sample approximation to the Wilcoxon Rank Sum Test are listed in Table 4‑18.  For each assumption listed, a corresponding verification action is identified.  For each assumption, the user selected the appropriate response (i.e., assumption verified, assumption not verified) in the column labeled "Result of Verification Action."  If the assumption was not verified, the suggested action presented in Table 4‑18 was performed.

Table 4-18.  Verification of Assumptions for the Large Sample Approximation to the Wilcoxon Rank Sum Test.a  (2 pages)

Assumptions
Verification Action
Result of Verification Action
(select one)
Suggested Action if Assumption Not Met

1.
Data are collected as random samples from both populations of interest.
Review procedures and documentation used to select the sample data points from both populations (to determine if randomization was used).
Assumption verified

Assumption not verified
Discuss this situation with a statistician and with the project team.

2.
The two populations have approximately the same shape and dispersion.
Create a histogram (this may have already been done in Step 2) for both populations to determine if the shapes of the two distributions appear to be similar.

Review the summary statistics (from Step 2) for each population to see if the variation is similar.
Assumption verified

Assumption not verified
Discuss this situation with a statistician.

Use professional judgment (along with the data review) to determine if the shape and dispersion of the two populations are similar.

3.
Both sample sizes are > 10.
Check the number of useable data points for each population.
Assumption verified

Assumption not verified
The Wilcoxon Rank Sum Test should be used if either sample size is less than 10.

4.
The sample mean value is not normally distributed for both populations.b
If the sample size is < 50, perform the Shapiro‑Wilk W Test for Normality.c
If the sample size is > 50, use Filliben's Statistic to test for normality.c
Assumption verified

Assumption not verified
Student’s Two-Sample t‑Test (for equal variances) or Satterthwaite’s Two-Sample t‑Test (for unequal variances) are more powerful tests and should be considered.

a
There are limitations to consider when performing this statistical procedure.  The limitations shown in Table 3‑9 should also be taken into consideration before actually performing this procedure.

b
This statement is not a formal assumption of the large sample approximation to the Wilcoxon Rank Sum Test, but nevertheless should be verified.  If the data from both populations are normally distributed then Student’s Two-Sample t-Test (for equal variances) or Satterthwaite’s Two-Sample t‑Test (for unequal variances) would be more appropriate and more powerful than the large sample approximation to the Wilcoxon Rank Sum Test.

c
There are many statistical tests that can be used to test for normality.  The recommended tests are shown above, but both tests are difficult to compute by hand and instructions are not contained in this workbook for these tests.  However, these tests are often contained in software packages (e.g., using DQA DataQUEST software) and can be performed electronically when the appropriate software is available.  In the event that software containing the recommended tests for normality is not available, the ordered preference of testing for normality follows.  For small sample sizes (< 50), next consider Filliben's Statistic (software is required) and then the Studentized Range Test.  Note that the Studentized Range Test is not applicable for non-symmetrical data with large tails; also tables of critical values are required for this test.  For larger sample sizes (> 50), consider the Studentized Range Test (see conditions stated above) as the next option, followed by Geary’s Test.  If the user has difficulty implementing the test for normality, a statistician should be consulted for guidance/assistance.

In Table 4‑19, an "X" was placed under the "Selection" column to indicate whether or not the large sample approximation to the Wilcoxon Rank Sum Test is appropriate.  If all assumptions for the test were verified in Table 4‑18, then the user proceeded to DQA Step 5.  Otherwise, the user returned to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-19.  Final Determination for the Large Sample Approximation to the Wilcoxon Rank Sum Test.

Selection
Were All Assumptions Verified?
Follow-Up


Yes
Proceed to Step 5


No
Return to Step 3

5.0 Step 5 -- Draw Conclusions from the Data

The intent of DQA Step 5 is to conduct the statistical hypothesis test and to interpret the results of this test in the context of the data user's objectives.  The statistical hypothesis test is used to formally test the null hypothesis previously established from DQA Step 1.  This test was formally chosen in DQA Step 3 and the assumptions of this test were formally verified in DQA Step 4.

The primary objectives of this step are as follow:

· Perform the calculations required by the statistical hypothesis test

· Determine if there is sufficient evidence to reject the null hypothesis and interpret the results of this decision

· Evaluate the statistical power of the sampling design over the full range of parameter values.

In the event that there are multiple items that require the execution of the statistical hypothesis test, DQA Step 5 is repeated for each item.  For example, if there are several chemicals that have the same general DQO, then data for each chemical should be assessed separately.

5.1 Selected Statistical Hypothesis Test

Table 5‑1 identifies the statistical hypothesis test selected in DQA Step 3, which had its assumptions verified in DQA Step 4.

Table 5-1.  Selected Statistical Hypothesis Test.  (2 pages)

Selection
Selected Statistical
Hypothesis Test 
Type of Evaluation
Follow-Up


One-Sample Proportion Test
Comparison against threshold
Proceed to Section 5.2.1.1


One-Sample t‑Test
Comparison against threshold
Proceed to Section 5.2.1.2


Wilcoxon Signed Rank Test
Comparison against threshold
Proceed to Section 5.2.1.3


Large sample approximation to the Wilcoxon Signed Rank Test
Comparison against threshold
Proceed to Section 5.2.1.4


Two-Sample Proportion Test
Comparison of two populations
Proceed to Section 5.2.2.1


Student’s Two-Sample t‑Test
Comparison of two populations
Proceed to Section 5.2.2.2


Satterthwaite’s Two-Sample t‑Test
Comparison of two populations
Proceed to Section 5.2.2.3


Wilcoxon Rank Sum Test
Comparison of two populations
Proceed to Section 5.2.2.4


Large sample approximation to the Wilcoxon Rank Sum Test
Comparison of two populations
Proceed to Section 5.2.2.5

5.2 Statistical Hypothesis Testing

5.2.1 Comparison Against a Fixed Threshold

This section presents the results from the execution of the selected statistical hypothesis test when comparison is made against a fixed threshold.

5.2.1.1
One-Sample Proportional Test.  The information presented below was used as input data to support the running of the One-Sample Proportion Test.

a) State the null (Ho) and alternative hypothesis (H1), and the values of alpha, beta, and the threshold value (Po).

Ho: 












H1: 













alpha = 


beta = 


Po  = 


b)
Indicate values for the parameters n and p.

n = 



p = 




c)
Calculate n x p and n x (1-p).  Determine if n x p and n x (1-p) are both greater than 5.

n x p = 


n x (1-p) = 


Are both n x p and n x (1-p) > 5? (check one) 
Yes 








No   



If the answer is Yes, then proceed to step d.  If the answer is No, then stop and consult with a statistician before proceeding.

d)
Calculate value for Z.

Z = 




e)
Find the critical value, Z(1 – alpha).

Z(1 – alpha) = 



f)
Comparison between the calculated Z and the critical value, Z(1 – alpha).  Is there evidence to reject Ho? (check one):


Yes





No




g)
Evaluate the power of the test by calculating the sample size (m), which achieves the DQOs.

m = 



Is m < n?  (check one)
Yes 







No  


If Yes, then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

If No, then the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

h)
Four results and conclusions are possible, based on the null hypothesis that the true proportion is < Po (reverse the < or > signs below if the null hypothesis is that the true proportion is > Po):

1)
Ho was rejected, the false-negative error rate was satisfied, and it seems that the true proportion is > Po.

2)
Ho was rejected, the false-negative error rate was not satisfied, and it seems that the true proportion is > Po, but the conclusions are uncertain because the sample size used was too small.

3)
Ho was not rejected, the false-negative error rate was satisfied, and it seems that the proportion is < Po.

4)
Ho was not rejected, the false-negative error rate was not satisfied, and it seems that the proportion is < Po , but the conclusions are uncertain because the sample size used was too small.

The final results and conclusions are as follows:

5.2.1.2
One-Sample t-Test.  The information presented below was used as input data to support the running of the One-Sample t-Test.

a)
State the null (H0) and alternative hypothesis (H1) and the values of alpha, beta, and the threshold value (C):

Ho: 













H1: 














alpha = 


beta = 


C =  



b)
State the type of sampling design and proceed as directed (mark one):


 
Simple and systematic random sampling (with or without compositing).  Proceed to Section 5.2.1.2.1.


 
Stratified random sampling.  Proceed to Section 5.2.1.2.2.


 
Other.  Consult with a statistician.

5.2.1.2.1
One-Sample t-Test for simple and systematic random sampling.  The information presented below was used as input data to support the running of the One-Sample t‑Test for simple and systematic random sampling (with or without compositing).

a)
Calculate the sample mean and sample standard deviation:

Sample mean = 


Sample standard deviation = 



b)
Find the critical value, t(1-alpha):

t(1-alpha) = 



c)
Calculate the sample value for t:

t = 


d)
Compare the calculated t with the critical value, t(1 – alpha).  Is there evidence to reject H0? (check one):


Yes




No



e)
Evaluate the power of the test by calculating the sample size (m), which achieves the DQOs.

m = 



Is m < n?  (check one)
Yes 







No  


If Yes, then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

If No, then the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

f)
Four results and conclusions are possible, based on the null hypothesis that the true mean is < C (reverse the < or > signs below if the null hypothesis is that the true mean is > C):

1)
H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean is > C.

2)
H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean is > C, but the conclusions are uncertain because the sample size used was too small.

3)
H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean is < C.

4)
H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean is < C, but the conclusions are uncertain because the sample size used was too small.

The final results and conclusions are as follows:

5.2.1.2.2
One-Sample t-Test for stratified random sampling.  The information presented below was used as input data to support the running of the One-Sample t‑Test for stratified random sampling.
a)
State the number of strata, h:

h = 



b)
Calculate the stratum weights, W1, W2, … Wh for all strata.  Space has been provided for weights for up to three strata; if more than three strata are available, note that weights must be calculated and shown for all strata.

W1 = 



W2 = 



W3 = 




c)
Calculate and list the sample stratum mean (designated below as mean1, mean2, etc.) and sample stratum standard error (designated below as stderr1, stderr2, etc.) for all strata.  Space has been provided for up to three strata; if more than three strata are available, note that the means and standard errors must be calculated and shown for all strata (not just the first three strata).

mean1 = 


mean2 = 


mean3 = 


stderr1 = 


stderr2 = 


stderr3 = 


d)
Calculate the overall mean and variance:

Overall mean = 


Overall variance = 



e)
Calculate the degrees of freedom (dof):

dof = 




f)
Find the critical value t(l – alpha):

t(l – alpha) = 



g)
Calculate the sample value of t:

t = 



h)
Compare the calculated t with the critical value, t(1 – alpha).  Is there evidence to reject H0?  (check one):


Yes




No



i)
Evaluate the power of the test by calculating the sample size (m), which achieves the DQOs.

m = 



Is m < n?  (check one)
Yes 







No  


If the answer is Yes (i.e., m < n), then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

If the answer is No (i.e., m > n), then the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

j)
Four results and conclusions are possible, based on the null hypothesis that the true mean is < C (reverse the < or > signs below if the null hypothesis is that the true mean is > C):

1)
H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean is > C.

2)
H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean is > C, but the conclusions are uncertain because the sample size used was too small.

3)
H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean is < C.

4)
H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean is < C, but the conclusions are uncertain because the sample size used was too small.

The final results and conclusions are as follows:

5.2.1.3
Wilcoxon Signed Rank Test.  The information presented below was used as input data to support the running of the Wilcoxon Signed Rank Test.

a)
State the null (H0) and alternative hypothesis (H1) and provide the values of n (the number of samples) alpha, beta, and the threshold value (C):

Ho: 











H1: 












n = 

alpha = 


beta = 

C  = 

 

Note:  n must be < 20 for this test to be performed.

b)
If possible, assign values to any measurements designated as "< DL" where DL is the detection limit.  If this is not possible, then assign the value of one-half DL to each of these non-detected values.

List the values of the original n data points and the n data points after making these assignments in the table provided after part e below.  Only provide values for as many data points as are available for analysis (e.g., if there are 10 data points available, then only provide values for X1, X2, … X10).  Fill in the first two rows of the table listed after step e below with the original and assigned values for Xi.

Hint:  For ease of filling in the table presented after step e, the user is urged to understand steps b, c, and d first before filling in the table.  The user is suggested to order the values in the table based on the ranks of the absolute deviations (see step d below)

c)
Subtract the value of C from each of the data values to obtain di = Xi – C.

Note:  If any of the calculated deviations are zero (i.e., when Xi = C), then remove the deviation from the data set (which will reduce the sample size n).

List all of the non-zero values of di in the third row of the table after step e below.  That is, only provide values for as many deviations as are available for analysis (e.g., if there are 10 data points available and one of these has the same value as C, then only provide values for d1, d2, … d9 in the table below).

d)
Assign ranks of 1 to n based on the ordering of the absolute value of the deviations, from the smallest absolute deviation to the largest absolute deviation.  For example, the deviation with the smallest absolute value should be assigned the rank of 1, the deviation with the second smallest absolute value should be assigned the rank of 2, etc.

Note:  In the event there are ties (two or more deviations with the same absolute value), then assign the average of the ranks that would otherwise have been assigned to the tied observation.  For example, if there are two absolute deviations with the same value and these two absolute deviations represent the fourth and fifth smallest values (i.e., there are only three smaller absolute deviations smaller than these two deviations), then the ranks of these two deviations would be 4.5 (since the average of 4 and 5 is 4.5).

List the absolute deviations and the ranks of the absolute deviations on rows 4 and 5, respectively, in the table after step e below.  Only provide values for as many deviations as are available for analysis (e.g., if there are 10 deviations available, then only provide values for 10 deviations and ranks in the table).

e)
Calculate the signed rank (designated as "s-rank" in the table below) for each data point. The signed rank is the same as the rank if the deviation di is positive; the signed rank is equal to the negative rank if the deviation di is negative.

List the signed ranks for the data on the sixth row of the table below.  Only provide values for as many deviations as are available for analysis (e.g., if there are 10 deviations available, then only provide values for 10 signed ranks in the table, even though space is provided for up to 19 values).

Original X1 = 


X2 = 


X3 = 


X4 = 



Assigned X1 = 

X2 = 


X3 = 


X4 = 



d1 = 


d2 = 


d3 = 


d4 = 



|d1| = 


|d2| = 


|d3| = 


|d4| = 



rank1=


rank2 = 

rank3 = 

rank4 = 

s-rank1=

s-rank2 = 

s-rank3 = 

s-rank4 = 

Original X5 = 


X6 = 


X7 = 


X8 = 



Assigned X5 = 

X6 = 


X7 = 


X8 = 



d5 = 


d6 = 


d7 = 


d8 = 



|d5| = 


|d6| = 


|d7| = 


|d8| = 



rank5=


rank6 = 

rank7 = 

rank8 = 

s-rank5=

s-rank6 = 

s-rank7 = 

s-rank8 = 

Original X9 = 


X10 = 


X11 = 


X12 = 



Assigned X9 = 

X10 = 


X11 = 


X12 = 



d9 = 


d10 = 


d11 = 


d12 = 



|d9| = 


|d10| = 


|d11| = 


|d12| = 



rank9=


rank10 = 

rank11 = 

rank12 = 

s-rank9=

s-rank10 = 

s-rank11 = 

s-rank12 = 

Original X13 = 


X14 = 


X15 = 


X16 = 



Assigned X13 = 

X14 = 


X15 = 


X16 = 



d13 = 


d14 = 


d15 = 


d16 = 



|d13| = 


|d14| = 


|d15| = 


|d16| = 



rank13=


rank14 = 

rank15 = 

rank16 = 

s-rank13=

s-rank14 = 

s-rank15 = 

s-rank16 = 

Original X17 = 


X18 = 


X19 = 



Assigned X17 = 

X18 = 


X19 = 



d17 = 


d18 = 


d19 = 



|d17| = 


|d18| = 


|d19| = 



rank17=


rank18 = 

rank19 = 

s-rank17=

s-rank18 = 

s-rank19 = 


f)
Based on the null hypothesis, calculate the sum of the appropriate group of ranks and designate this sum as R.

R = 



g)
Find the critical value, walpha.

walpha = 




h)
Compare the calculated value R with the critical value, walpha.  Is there evidence to reject Ho?  (check one):


Yes




No



i)
Evaluate the power of the test by calculating the sample size (m), which achieves the DQOs.

m = 



Is m < n?  (check one)
Yes 







No  


If the answer is Yes (i.e., m < n), then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

If the answer is No (i.e., m > n), then the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

j)
Four results and conclusions are possible, based on the null hypothesis that the true mean (or median) is < C [reverse the < or > signs below if the null hypothesis that the true mean (or median) is > C]:

1)
Ho was rejected, the false-negative error rate was satisfied, and it seems that the true mean (or median) is > C.

2)
H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean (or median) is > C, but the conclusions are uncertain because the sample size used was too small.

3)
H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean (or median) is < C.

4)
H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean (or median) is < C, but the conclusions are uncertain because the sample size used was too small.

The final results and conclusions are as follows:

5.2.1.4
Large Sample Approximation to the Wilcoxon Signed Rank Test.  The information presented below was used as input data to support the running of the large sample approximation to the Wilcoxon Signed Rank Test.

a) State the null (Ho) and alternative hypothesis (H1) and provide the values of n (the number of samples) alpha, beta, and the threshold value (C):

Ho: 












H1: 













n = 


alpha = 


beta = 

C = 

 

Note:  n must be > 20 for this test to be performed.

b)
If possible, assign values to any measurements designated as "< DL" where DL is the detection limit.  If this is not possible, then assign the value of one-half DL to each of these non-detected values.

List the values of the original n data points and the n data points after making these assignments in the table provided after step e below.  Provide values for as many data points as are available for analysis (e.g., if there are 30 data points available, then provide values for X1, X2, … X30).  Fill in the first two rows of the table listed after part e below with the original and assigned values for Xi.

Hint:  For ease of filling in the table presented after part e, the user is urged to understand steps b, c, and d first before filling in the table.  The user is suggested to order the values in the table based on the ranks of the absolute deviations (see step d below)

c)
Subtract the value of C from each of the data values to obtain di = Xi – C.

Note:  If any of the calculated deviations are zero (i.e., when Xi = C), then remove the deviation from the data set (which will reduce the sample size n).

List all of the non-zero values of di in the third row of the table after part e below.  That is, provide values for as many deviations as are available for analysis (e.g., if there are 30 data points available and one of these has the same value as C, then only provide values for d1, d2, … d29 in the table below).

d)
Assign ranks of 1 to n based on the ordering of the absolute value of the deviations, from the smallest absolute deviation to the largest absolute deviation.  For example, the deviation with the smallest absolute value should be assigned the rank of 1, the deviation with the second smallest absolute value should be assigned the rank of 2, etc.

Note:  In the event there are ties (two or more deviations with the same absolute value), then assign the average of the ranks that would otherwise have been assigned to the tied observation.  For example, if there are two absolute deviations with the same value and these two absolute deviations represent the fourth and fifth smallest values (i.e., there are only three smaller absolute deviations smaller than these two deviations), then the ranks of these two deviations would be 4.5 (since the average of 4 and 5 is 4.5).

List the absolute deviations and the ranks of the absolute deviations on rows 4 and 5, respectively, in the table after step e below.  Provide values for as many deviations as are available for analysis (e.g., if there are 30 deviations available, then provide values for 30 deviations and ranks in the table).

e)
Calculate the signed rank (designated as "s-rank" in the table below) for each data point. The signed rank is the same as the rank if the deviation di is positive; the signed rank is equal to the negative rank if the deviation di is negative.

List the signed ranks for the data on the sixth row of the table below.  Provide values for as many deviations as are available for analysis (e.g., if there are 30 deviations available, then provide values for 30 signed ranks in the table, even though the table provided below only has space for 20 data points).

Original X1 = 


X2 = 


X3 = 


X4 = 



Assigned X1 = 

X2 = 


X3 = 


X4 = 



d1 = 


d2 = 


d3 = 


d4 = 



|d1| = 


|d2| = 


|d3| = 


|d4| = 



rank1=


rank2 = 

rank3 = 

rank4 = 

s-rank1=

s-rank2 = 

s-rank3 = 

s-rank4 = 

Original X5 = 


X6 = 


X7 = 


X8 = 



Assigned X5 = 

X6 = 


X7 = 


X8 = 



d5 = 


d6 = 


d7 = 


d8 = 



|d5| = 


|d6| = 


|d7| = 


|d8| = 



rank5=


rank6 = 

rank7 = 

rank8 = 

s-rank5=

s-rank6 = 

s-rank7 = 

s-rank8 = 

Original X9 = 


X10 = 


X11 = 


X12 = 



Assigned X9 = 

X10 = 


X11 = 


X12 = 



d9 = 


d10 = 


d11 = 


d12 = 



|d9| = 


|d10| = 


|d11| = 


|d12| = 



rank9=


rank10 = 

rank11 = 

rank12 = 

s-rank9=

s-rank10 = 

s-rank11 = 

s-rank12 = 

Original X13 = 


X14 = 


X15 = 


X16 = 



Assigned X13 = 

X14 = 


X15 = 


X16 = 



d13 = 


d14 = 


d15 = 


d16 = 



|d13| = 


|d14| = 


|d15| = 


|d16| = 



rank13=


rank14 = 

rank15 = 

rank16 = 

s-rank13=

s-rank14 = 

s-rank15 = 

s-rank16 = 

Original X17 = 


X18 = 


X19 = 


X20 = 



Assigned X17 = 

X18 = 


X19 = 


X20 = 



d17 = 


d18 = 


d19 = 


d20 = 



|d17| = 


|d18| = 


|d19| = 


|d20| = 



rank17=


rank18 = 

rank19 = 

rank20 = 

s-rank17=

s-rank18 = 

s-rank19 = 

s-rank20 = 

f)
Based on the null hypothesis, calculate the sum of the appropriate group of ranks and designate this sum as R.  Note that R will be used in the calculation of the sample value for z (see part g below).

R = 



g)
Calculate the sample value for z.

z = 



h)
Find the critical value z(1 – alpha).

z(1 – alpha) = 


i)
Compare the calculated value z with the critical value, z(1 – alpha).  Is there evidence to reject H0?  (check one):


Yes




No



j)
Evaluate the power of the test by calculating the sample size (m), which achieves the DQOs.

m = 



Is m < n?  (check one)
Yes 







No  


If the answer is Yes (i.e., m < n), then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

If the answer is No (i.e., m > n), then the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

k)
Four results and conclusions are possible, based on the null hypothesis that the true mean (or median) is < C (reverse the < or > signs below if the null hypothesis that the true mean [or median] is > C):

1.
Ho was rejected, the false-negative error rate was satisfied, and it seems that the true mean (or median) is > C.

2)
Ho was rejected, the false-negative error rate was not satisfied, and it seems that the true mean (or median) is > C, but the conclusions are uncertain because the sample size used was too small.

3)
Ho was not rejected, the false-negative error rate was satisfied, and it seems that the true mean (or median) is < C.

4)
Ho was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean (or median) is < C, but the conclusions are uncertain because the sample size used was too small.

The final results and conclusions are as follows:

5.2.2 Comparison Against Two Different Populations

This section presents the results from the execution of the selected statistical hypothesis test when comparison is made against two different populations.

5.2.2.1
Two-Sample Proportion Test.  The information presented below was used as input data to support the running of the Two-Sample Proportion Test.

a)
State the null (H0) and alternative hypothesis (H1) and the values of alpha and beta.

Ho: 












H1: 













alpha = 
      
beta = 
     
alpha = 


p2 = 



b)
Indicate values for the parameters m, k1, p1, n, k2, p2, and p.

m = 


k1 = 


p1 = 



n = 


k2 = 


p2 = 



p = 



c)
Calculate m x p1 and m x (1-p1) and n x p2 and n x (1-p2).  Then determine if all of these calculations are greater than 5.

m x p1 = 


m x (1- p1) = 




n x p2 = 


n x (1- p2) = 



Are all four calculations > 5?  (check one) 
Yes 










No  



If the answer is Yes, then proceed to step d.  If the answer is No, then stop and consult with a statistician before proceeding.
d) Calculate the value of Z.

Z = 



e) Find the critical value, Z(1 – alpha).

Z(1 – alpha) = 



f)
Compare the calculated Z with the critical value, Z(1 – alpha).  Is there evidence to reject H0?  (check one):


Yes




No



g)
Evaluate the power of the test by calculating the sample size (m*) necessary to achieve the false-positive and false-negative error rates.

m* = 



How large is m* compared to m and n? (check one)

m* < both m and n




m* > both m and n





m* is between m and n 



If m* is < both m and n, then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

If m* is > both m and n, then the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

If m* is between m and n, then calculate the power of the test, assuming that the true values for the proportions P1 and P2 are those obtained from the samples. The user may need to use a software package such as DEFT (see EPA G‑4D, 1994) or DataQUEST (EPA G‑9D, 1996), or consult with a statistician in order to perform this calculation of power. If the calculated power is < (1 – beta), then the false-negative error rate has not been satisfied.

h)
Four results and conclusions are possible, based on the null hypothesis that P1 – P2 < 0 (reverse the < or > signs below if the null hypothesis is that P1 – P2 > 0):

1)
H0 was rejected, the false-negative error rate was satisfied, and it seems that P1 ‑ P2 > 0.

2)
H0 was rejected, the false-negative error rate was not satisfied, and it seems that P1 – P2 > 0, but the conclusions are uncertain because the sample sizes used were too small.

3)
H0 was not rejected, the false-negative error rate was satisfied, and it seems that P1 – P2 < 0.

4)
H0 was not rejected, the false-negative error rate was not satisfied, and it seems that P1 ‑ P2 < 0, but the conclusions are uncertain because the sample sizes used were too small.

The final results and conclusions are as follows:

5.2.2.2
Student’s Two-Sample t-Test.  The information presented below was used as input data to support the running of the Student’s Two-Sample t-Test.

a)
State the null (H0) and alternative hypothesis (H1) and the values of alpha, beta, m, and n.

Ho: 












H1: 













alpha = 


beta = 

m = 


n = 



b)
Calculate the sample mean (xbar) and sample variance (sx2) from population 1 and the sample mean (ybar) and sample variance (sy2) from population 2.

xbar = 



sx2 = 





ybar = 



sy2 = 





c)
Calculate the pooled standard deviation, sE.

sE = 



d)
Calculate the sample value for t.

t = 



e)
Find the critical value, t(1 – alpha).

t(1 – alpha) = 



f)
Compare the calculated t with the critical value, t(1 – alpha).  Is there evidence to reject H0?  (check one):


Yes




No



g)
Evaluate the power of the test by calculating the sample size (m*), which achieves the DQOs.

m* = 



Is m* < both m and n?  (check one)
Yes 









No  


If Yes, then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

Otherwise, the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

h)
Four results and conclusions are possible, based on the null hypothesis that the true mean difference < delta0 (reverse the < or > signs below if the null hypothesis is that the true mean difference is > delta0):

1)
Ho was rejected, the false-negative error rate was satisfied, and it seems that the true mean difference is > delta0.

2)
Ho was rejected, the false-negative error rate was not satisfied, and it seems that the true mean difference is > delta0, but the conclusions are uncertain because the sample sizes used were too small.

3)
Ho was not rejected, the false-negative error rate was satisfied, and it seems that the true mean difference is < delta0.

4)
Ho was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean difference is < delta0, but the conclusions are uncertain because the sample sizes used were too small.

The final results and conclusions are as follows:

5.2.2.3
Satterthwaite’s Two-Sample t-Test.  The information presented below was used as input data to support the running of the Satterthwaite’s Two-Sample t-Test.
a)
State the null (H0) and alternative hypothesis (H1) and the values of alpha, beta, m, and n.

Ho: 












H1: 













alpha = 


beta = 

m = 


n = 



b)
Calculate the sample mean (xbar) and sample variance (sx2) from population 1 and the sample mean (ybar) and sample variance (sy2) from population 2.

xbar = 


sx2 = 




ybar =
 


sy2 = 




c)
Calculate the standard deviation, sNE, assuming that the variances from the two populations are not equal.

sNE = 



d)
Calculate the sample value for t.

t = 



e)
Calculate the degrees of freedom, f.

f = 



Round f down to the nearest integer.

F, rounded down to nearest integer: 



f)
Find the critical value, t(1 – alpha), based on f degrees of freedom (where f is an integer).

t(1 – alpha) = 



g)
Compare the calculated t with the critical value, t(1 – alpha).  Is there evidence to reject H0?  (check one):


Yes




No



h)
Evaluate the power of the test by calculating the sample size (m*), which achieves the DQOs.

m* = 



Is m* < both m and n?  (check one)
Yes 








No  


If Yes, then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

Otherwise, the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

i)
Four results and conclusions are possible, based on the null hypothesis that the true mean difference < delta0 (reverse the < or > signs below if the null hypothesis is that the true mean difference is > delta0):

1)
H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean difference is > delta0.

2)
H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean difference is > delta0, but the conclusions are uncertain because the sample sizes used were too small.

3)
H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean difference is < delta0.

4)
H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean difference is < delta0, but the conclusions are uncertain because the sample sizes used were too small.

The final results and conclusions are as follows:

5.2.2.4
Wilcoxon Rank Sum Test.  The information presented below was used as input data to support the running of the Wilcoxon Rank Sum Test.

a)
State the null (H0) and alternative hypothesis (H1) and the values of alpha, beta, m, and n.

Ho: 












H1: 













alpha = 


beta = 

m = 


n = 



Note:  m and/or n must be < 10 for this test to be performed.

b)
List and rank the measurements from each population from smallest to largest, keeping track of which population contributed to each measurement.  A rank of 1 is assigned to the smallest, a rank of 2 is assigned to the second smallest, etc.  In the event of ties (i.e., more than one data point with the same measurement value), assign the average of the ranks that would otherwise have been assigned to the tied observations.  For example, if the third, fourth, and fifth smallest measurements all have the same measurement value, all three would be assigned a rank of 4 (since the average of 3, 4, and 5 is 4.0).

Fill in the table below with the (m + n) measurements. Example values for "Population" are 1 or 2 (if the two populations are designated as 1 and 2).

Measurement:











Rank:












Population:












Measurement:











Rank:












Population:












Measurement:











Rank:












Population:












Measurement:











Rank:












Population:












c)
For the case where the alternative hypothesis (H1) is of the type where population 1 is located to the right of population 2, then calculate W as the sum of the ranks of data from population 2. 

For the case where the alternative hypothesis (H1) is of the type where population 2 is located to the right of population 1, then calculate W as the sum of the ranks of data from population 1.

W = 




d)
Calculate WXY.

WXY = 




e)
Find the critical value, walpha.

walpha = 



f)
Compare WXY with walpha.  Is there evidence to reject H0?  (check one):


Yes




No



g)
Evaluate the power of the test by calculating the sample size (m*), which achieves the DQOs.

m* = 



Calculate (1.16 x m*) to account for loss in efficiency.

(1.16 x m*) = 



Is (1.16 x m*) < both m and n? (check one)
Yes 










No  


If Yes, then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

Otherwise, the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

h)
Four results and conclusions are possible, based on the null hypothesis that there is no difference between the two populations and the alternative hypothesis that population 1 is located to the right of population 2.  Reverse the population designations below if the alternative hypothesis is that population 2 is located to the right of population 1.  The four possible results and conclusions are:

1)
Ho was rejected, the false-negative error rate was satisfied, and it seems that population 1 is located to the right of population 2.

2)
Ho was rejected, the false-negative error rate was not satisfied, and it seems that population 1 is located to the right of population 2, but the conclusions are uncertain because the sample sizes used were too small.

3)
Ho was not rejected, the false-negative error rate was satisfied, and it seems that there is no difference between the two populations.

4)
Ho was not rejected, the false-negative error rate was not satisfied, and it seems that there is no difference between the two populations, but the conclusions are uncertain because the sample sizes used were too small.

The final results and conclusions are as follows:

5.2.2.5
Large Sample Approximation to the Wilcoxon Rank Sum Test.  The information presented below was used as input data to support the running of the large sample approximation to the Wilcoxon Rank Sum Test.

a)
State the null (H0) and alternative hypothesis (H1) and the values of alpha, beta, m, and n.

Ho: 












H1: 













alpha = 


beta = 

m = 


n = 



Note:  m and n must both be > 10 for this test to be performed.

b)
List and rank the measurements from each population from smallest to largest, keeping track of which population contributed to each measurement.  A rank of 1 is assigned to the smallest, a rank of 2 is assigned to the second smallest, etc.  In the event of ties (i.e., more than one data point with the same measurement value), assign the average of the ranks that would otherwise have been assigned to the tied observations.  For example, if the third, fourth, and fifth smallest measurements all have the same measurement value, all three would be assigned a rank of 4 (since the average of 3, 4, and 5 is 4.0).

Fill in the table below with the (m + n) measurements.  Example values for "Population" are 1 or 2 (if the two populations are designated as 1 and 2).

Measurement:











Rank:












Population:












Measurement:











Rank:












Population:












Measurement:











Rank:












Population:












Measurement:











Rank:












Population:












c)
For the case where the alternative hypothesis (H1) is of the type where population 1 is located to the right of population 2, then calculate W as the sum of the ranks of data from population 2. 

For the case where the alternative hypothesis (H1) is of the type where population 2 is located to the right of population 1, then calculate W as the sum of the ranks of data from population 1.

W = 




d)
Calculate the sample value, Z.

Z = 




e)
Find the critical value, Z(1 – alpha).

Z(1 – alpha) = 



f)
Compare Z with Z(1 – alpha).  Is there evidence to reject H0?  (check one):


Yes




No



g)
Evaluate the power of the test by calculating the sample size (m*), which achieves the DQOs.

m* = 



Calculate (1.16 x m*) to account for loss in efficiency.

(1.16 x m*) = 



Is (1.16 x m*) < both m and n?  (check one)
Yes 










No  


If Yes, then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

Otherwise, the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

h)
Four results and conclusions are possible, based on the null hypothesis that there is no difference between the two populations and the alternative hypothesis that population 1 is located to the right of population 2.  Reverse the population designations below if the alternative hypothesis is that population 2 is located to the right of population 1.  The four possible results and conclusions are:

1)
H0 was rejected, the false-negative error rate was satisfied, and it seems that population 1 is located to the right of population 2.

2)
H0 was rejected, the false-negative error rate was not satisfied, and it seems that population 1 is located to the right of population 2, but the conclusions are uncertain because the sample sizes used were too small.

3)
H0 was not rejected, the false-negative error rate was satisfied, and it seems that there is no difference between the two populations.

4)
H0 was not rejected, the false-negative error rate was not satisfied, and it seems that there is no difference between the two populations, but the conclusions are uncertain because the sample sizes used were too small.

The final results and conclusions are as follows: 
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