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GUIDANCE FOR THE DQA PROCESS WORKBOOK

LEVEL 2 – INTRODUCTION

The Level 2 of the data quality assessment (DQA) process workbook is intended to provide the reader with additional guidance and instruction for completing the five steps of the DQA process.  For each of the five DQA steps, the Level 2 guidance presents the purpose of the step, summarizes the activities to be performed, and provides detailed instruction on how to complete the tables contained within each step.  The Level 2 guidance is also linked to the other DQA workbook levels via web-links, providing a readily accessible reference source when additional information is needed.

INTRODUCTION TO THE DQA PROCESS

The DQA process is a strategic review approach used to evaluate the quality of the data collected during any sampling and analysis activity.  The process provides a systematic procedure for documenting the ability of the data to meet original project objectives or for identifying data deficiencies that impact data interpretation.  The DQA process involves the scientific and statistical evaluation of data to determine if the data are the right type and are of sufficient quality and quantity to support the intended use.

Step 1 -- Review DQOs and the Sampling Design

The objective of DQA Step 1 is to review the original data quality objective (DQO) outputs to ensure that they are still applicable and to review the sampling design and data collection documentation for consistency with original DQOs.  The DQA Team should utilize this step of the DQA process to familiarize themselves with project documentation and the data assembled during the course of the study.

Table 1-1 -- DQA Team Members

In Table 1‑1, identify the members of the DQA Team, the organization that each member represents, area of expertise, and telephone number where they can be reached.  The Team should be kept as small as possible and should include a statistician to select and run the appropriate statistical hypothesis test and to evaluate the results.

NOTES FOR COMPLETION OF TABLE 1-1:

Name column – Identify the name of each individual participating in the DQA process.

Organization column – Provide the organizational affiliation of each team member.

Area of Expertise column – Identify the area of technical expertise for each individual on the team.  The areas of expertise typically include statistics, analytical chemistry, and personal familiar with field operations.

Telephone Number column – This column should contain the telephone number(s) where each of the listed individuals can be contacted.  Fax numbers and email addresses would also be helpful to include to this column.

Table 1-2 -- List of Key References to be Reviewed

In Table 1‑2, identify all existing documents and data pertaining to the investigation, and identify the location where the information can be found.  Assemble these documents and data for evaluation.  The DQA Team will later use these documents and data to evaluate planned versus obtained data for the current investigation.

NOTES FOR COMPLETION OF TABLE 1-2:

Reference column – Identify each document that requires review relative to the current work efforts.  Of primary importance here will be the project DQO workbook sampling and analysis plan (which includes the quality assurance project plan) and historical data reports, when available.  Complete references should be compiled to avoid ambiguity (i.e., include report dates, revision numbers, etc.).

Location column – Clearly identify where each reference is located.  This will allow team members to more easily access the documentation.

Table 1-3 -- List of COCs

All project contaminants of concern (COCs) must be clearly identified and documented at the beginning of the DQA process.  This will allow the review to focus on the primary analyses and concerns of the project without overemphasizing less critical parameters.  Table 1‑3 should be completed to list the COCs originally identified by the data quality objectives (DQOs) and the COCs that may have subsequently been identified during the course of the investigation.  Original COCs can be obtained from Table 1‑7 of the DQO workbook.

NOTES FOR COMPLETION OF TABLE 1-3:

Media column – Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC column – Identify all of the contaminants of concern associated with media.  Refer to Table 1‑7 in the DQO workbook.

Table 1-4 – DQA Review Checklist

In Table 1‑4, document the various reviews performed to meet the requirements of DQA Step 1.  Team members should review, understand, and identify any discrepancies between the work performed and that required by the project-specific DQO workbook and the project-specific sampling and analysis plan.  It is important to have a thorough understanding of the project data quality objectives (DQOs); project analytical sensitivity, accuracy, and precision goals; data verification and validation results; and any changes that may have been instituted during the course of implementing the work.

NOTES FOR COMPLETION OF TABLE 1-4:

Activity column – Identify the review activity being performed and include specific sub-tasks that are considered essential to the review.  The primary activities considered relevant to most sampling and analysis work include those identified in the current table.  These include the DQO report, the sampling and analysis plan, data verification/validation, and actual sampling performed.  Additional activities should be added to this list as considered appropriate for the work being performed.  Team members may be assigned individual subsets of these review activities to expedite the review (e.g., the Team chemist may be assigned to review data verification/validation, or the Team geologist assigned to review sampling logs).

Completion Date column – Under this column, insert the date when each activity was completed.

Name column – Provide the name of the DQA Team member who completed the review effort and who can be contacted regarding any questions concerning the review.

Comments column – This column is designated for general or specific comments regarding observations made during the review.

Table 1-5 – Identified Changes/Exceptions to DQO Report and Sampling and Analysis Plan
Table 1‑5 should be used to present a narrative summary of all changes and exceptions to the original work plan requirements outlined in the data quality objective (DQO) report and the sampling and analysis plan.  The DQA Team needs to compile all identified changes to project goals and objectives so, as the assessment proceeds, it is clear how and against what basis the project information is being judged.

NOTES FOR COMPLETION OF TABLE 1-5:

Summary of Changes and Exceptions column – General comments should be avoided, unless they are followed by specific statements identifying the changes.  Each change should be clearly defined.  For example: if a decision statement has been amended, the new decision statement must be included in its entirety; if decision error limits have been altered, the new limits must be identified; if analytical sensitivity goals were changed, the new reporting levels need to be stated; etc. 

1.0 Step 2 -- Conduct Preliminary Data Review

The intent of DQA Step 2 is to evaluate actual project performance against the established project objectives.  Each critical variable should be confirmed as meeting project requirements, or an explanation should be provided relative to the resulting impact on project goals.  There are 15 workbook tables used in Step 2 of the DQA process.  The DQA Team should determine which information is of importance to their project and what level of detail should be documented.  Specific team members might be assigned supporting sub-tasks (e.g., Tables 2‑2 through 2‑7) to document achievement of more specific information, such as field and laboratory quality control (QC) requirements.  Worksheet Tables 2‑8 through 2‑16 should be completed for all projects to document the usability of the data and the achievement of original data quality objectives (DQOs).

As presented in Table 2‑1 of the DQA Level 1 workbook, Tables 2‑2 through 2‑5 review laboratory QC information for the project, and Tables 2‑6 and 2‑7 review field QC information.  Depending upon the size and complexity of the project, this level of detail is left to the discretion of the DQA Team.  The laboratory and field QC measurements are primary contributors to how the data are validated and qualified for use by the project.

Tables 2‑8 and 2‑9 summarize project data validation and the resulting qualifications of the data sets.  Tables 2‑10 though 2‑14 compare the achieved results versus the original DQOs.  Table 2‑15 summarizes quality assurance issues, and Table 2‑16 presents some of the basic population statistics for the project.  These tables should be completed for all project-identified contaminants of concern, as well as any additional compounds that have shown positive results in the data set.
Table 2-2 – Laboratory Control Sample Evaluation (Measure of Accuracy)

In Table 2‑2, summarize the laboratory control sample (LCS) information for each media and the corresponding contaminants of concern (COCs).  The LCS, run with each analytical method, contains known concentrations of the analytes being determined and is carried through the entire preparation and analysis process.  Commercially available, U.S. Environmental Protection Agency (EPA), or in-house LCS materials prepared from independent standards are utilized.  The purpose of the LCS is to establish and monitor the laboratory’s analytical process control.  It establishes the ability of the laboratory to produce accurate results for the various analytical parameters.  A LCS should be analyzed with each analytical sample group run for the project.

NOTES FOR COMPLETION OF TABLE 2-2:

Media column -- Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC column -- Clearly identify each contaminant of concern.

LCS Summary column – For each COC in each media, summarize the impact that LCS performance had on the data.  If all LCS results were within recovery criteria and are acceptable, simply document acceptable LCS recovery.  When an LCS analysis was not within acceptable limits, identify which sample analyses were affected and how they should be handled during data interpretation and use.

Table 2-3 – Surrogate and Tracer Evaluation (Measure of Accuracy)

In Table 2‑3, summarize sample surrogate or tracer data for each media (or individual waste stream) and parameter.  Depending upon the analysis being performed, analytical methods may include the addition of a known concentration of a compound or isotope to each sample.  The purpose of these surrogates or isotopic tracer spikes is to determine the efficiency of recovery of the targeted analytes within the sample while the sample is being processed and analyzed.  The percent recovery of the surrogate or tracer is then used to gauge the accuracy of the analytical method for that sample.

NOTES FOR COMPLETION OF TABLE 2-3:

Media column -- Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC column -- Clearly identify each contaminant of concern.

Surrogate and Tracer Summary column -- For each COC associated with each media, summarize the impact that surrogate or tracer performance had on the data.  If all surrogate or tracer results were within recovery criteria and are acceptable, simply document acceptable recovery.  When surrogate or tracer analysis was not within acceptable limits, identify which sample analyses were affected and how they should be handled during data interpretation and use.

Table 2-4 – Sample Matrix Spike Evaluation (Measure of Accuracy)

In Table 2‑4, summarize project matrix spike (MS) information for each media and corresponding contaminant of concern (COC).  An MS is an aliquot of a sample spiked with known quantities of analytes and is subjected to the entire analytical procedure.  It is used to indicate the impact of the sample matrix on the method by measuring the recovery or accuracy of the spike results.  The MS analyses are not performed on every sample; they are typically performed at a frequency of 1 sample in 20 for each sample type.  The MS results are inferred to all analyte results for the subject media.

NOTES FOR COMPLETION OF TABLE 2-4:

Media column -- Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC column – Clearly identify each contaminant of concern.

Matrix Spike Summary column -- For each COC associated with each media, summarize the impact that matrix spike performance had on the data.  If all matrix spike results were within recovery criteria and are acceptable, simply document acceptable recovery.  When matrix spike analysis was not within acceptable limits, identify which sample analyses were affected and how they should be handled during data interpretation and use.

Table 2-5 – Sample Duplicate/Matrix Spike Duplicate Evaluation (Measure of Precision)

In Table 2‑5, summarize project laboratory duplicate and matrix spike duplicate (MSD) data information for each media and corresponding contaminants of concern (COCs).  An MSD is an additional aliquot of a sample spiked with known quantities of analytes and is subjected to the entire analytical procedure, duplicating the results of the matrix spike.  Laboratory duplicates are separate aliquots of a single sample that are prepared and analyzed concurrently.  The MSD and duplicate analyses are not performed on every sample; they are normally performed at a frequency of 1 sample in 20 for each sample type.  The MSD and duplicate results are inferred to all analyte results for the subject media.  Comparison of the duplicate values will normally be performed by calculating a relative percent difference (RPD) (for values greater than 5X the analyte reporting level), a duplicate error ratio (DER) (for radiochemical measurements), or an absolute difference (when values are less than 5X the analyte reporting level).  The purpose of these samples is to check the precision of the laboratory analysis, the sample preparation methodology, and the analytical methodology.

NOTES FOR COMPLETION OF TABLE 2-5:

Media column -- Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC column – Clearly identify each contaminant of concern.

Laboratory Duplicate Summary column -- For each COC associated with each media, summarize the impact that laboratory duplicate measurements had on the data.  If all duplicate comparisons were within criteria and are acceptable, simply document acceptable performance.  When duplicate comparisons were not within acceptable limits, identify which sample analyses were affected and how they should be handled during data interpretation and use.

Table 2-6 – Field Duplicated Evaluation (Measure of Homogeneity)

In Table 2‑6, summarize project field duplicate information for each media and parameter.  Field duplicates are individual samples collected from the same location at the same time, which are then containerized, shipped, and analyzed independently.  Field duplicate analyses are not performed on every sample; they are normally performed at a frequency of 1 sample in 10 to 20 for each sample type, depending upon the project-specific quality assurance project plan direction.  Duplicate results are inferred to all analyte results for the subject media.  Comparison of the duplicate values will typically be performed by calculating a relative percent difference (RPD) (for values greater than 5X the analyte reporting level), a duplicate error ratio (DER) (for radiochemical measurements), or an absolute difference (when values are less than 5X the analyte reporting level).  The purpose of these samples is to determine the precision of the sampling process and to provide general information concerning the homogeneity or heterogeneity of the sampled media.

NOTES FOR COMPLETION OF TABLE 2-6:

Media column -- Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC column -- Clearly identify each contaminant of concern.

Field Duplicate Summary column -- For each COC associated with each media, summarize the impact that field duplicate measurements had on the data.  If all duplicate comparisons were within criteria and are acceptable, simply document acceptable performance.  When duplicate comparisons were not within acceptable limits, identify which sample analyses were affected and how they should be handled during data interpretation and use.

Table 2-7 – Field Blank Evaluation (Measure of Sensitivity/Accuracy)

In Table 2‑7, summarize the results from all field blank samples that were collected.  The field blanks should be compared to project detection limit requirements and to the values observed in the associated samples.  Table 2‑7 allows a consolidation of these data as compared to the original project goals and the actual detection limits achieved during project implementation.

NOTES FOR COMPLETION OF TABLE 2-7:

COC column -- Identify each contaminant of concern (COC) analyzed during the course of the investigations.  At a minimum, each COC must be identified and the field blank levels compared to the detection levels.

Analytical Detection Limit Required column -- As part of the data quality objective (DQO) process, each COC should have an identified detection limit.  This is the sensitivity goal established during the planning process.  The detection limits will vary by COC and matrices; however, for the purpose of this comparison only, the water matrix is of concern.

Analytical Detection Limit Achieved column -- As part of analytical data reports, each analysis should have a minimum detection limit (MDL) or minimum detection activity (MDA).  This is the actual detection level achieved and is dependant upon the amount of sample material available for analysis, the variability of the matrix, the consistency of the analytical process, and the individual analytical performance at the time of measurement.  These values are reported with the project analytical data.  This is the sensitivity actually achieved during the analytical process.

Project Rinsate Blank Concentrations column -- Equipment rinsate blank samples are obtained from the final decontamination water rinse from cleaned field equipment.  The rinsate blank is used to determine the effectiveness of the equipment cleaning and decontamination processes to avoid carry-over of contamination from one sampling location to the next.  This rinsate blank is normally American Society for Testing and Materials (ASTM) Type II water, or better, pour over or through the sampling device and is collected directly into appropriate sample containers.  Analysis is performed for all COCs.

Project Field Source Water Blank Concentrations column -- Source water blanks are samples collected from field-utilized water sources.  These blanks may comprise potable water sources, well water, portable tank sources, and bottle water.  These samples are collected and analyzed to document any potential contaminant contribution that could be made to project samples during the course of sample collection and containerization.

Project Trip Blank Concentrations column -- Trip blank samples consist of containers of analyte-free water that are kept with the field sample containers from the time that the samples are collected in the field until the trip field blank samples are returned to the laboratory for analysis with their associated project samples.  The purpose of the trip blank sample is to determine if samples are being exposed and becoming contaminated during collection, transit, or storage, rather than exhibiting the true conditions of the population being sampled.  In most studies, these types of blanks are designated for volatile organic parameters; however, the trip blank samples may also be used for alpha-track and radon-type analyses.

Table 2-8 – Summary of Validation Qualifiers

In Table 2‑8, summarize the data validation qualifiers for the project.  The number of analyses performed for each contaminant of concern (COC) plus the number and type of validation qualifiers associated with each COC should be included.  The rationale for the validation qualifier should also be presented.  Various media should be separated into different sections or individual tables.  This type of summary will enable the data user to understand the impact of qualified data to the data set as an entirety.  Single data point qualifications can be placed in the perspective of the rest of the population, while a potential analyte bias across the data set may be have a singular reason for qualification.

NOTES FOR COMPLETION OF TABLE 2-8:

COC column -- Identify each COC analyzed for during the course of the investigations.  At a minimum, each COC must be identified.

Number of Analyses column -- Present the total number of analyses performed during the investigation for each COC.  At a minimum include all identified COCs.

Reason for Validation Qualifier column -- The rationale for each validation qualifier should be summarized in this column.  These should be concise reasons that provide enough information for the rational to be understood.  Examples would be minor exceedance of holding time, major exceedance of holding time, initial calibration relative response factor <0.05, calibration correlation coefficient <0.995, data qualified as a result of method blank level, data qualified as a result of trip blank level, surrogate recovery <10%, tracer recovery >10% but <50%, and LCS recovery <50%.  Many validation procedures have established reason codes that are attached to the standard “U,” “UJ,” “J,” and “R” qualifiers.  These codes are incorporated into project databases, and the above information can be readily accessed.

Validation Qualifiers column -- The number of data points for a specific analyte (COC) that required no qualification “None” or were qualified “U,” “UJ,” “J,” and “R” is tablulated in the respective columns of this section.

Table 2-9 – Summary of Analytical and Validation Case Narratives

In Table 2‑9, consolidate the primary analytical and validation issues for the project.  This table summarizes the significant concerns relevant to each contaminant of concern (COC) analysis as demonstrated by the field quality control (QC), analytical QC, and validation review.  The impact on the data set should be clearly but concisely stated.

NOTES FOR COMPLETION OF TABLE 2-9:

Media column -- Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC column -- Clearly identify each contaminant of concern.

Summary “Impact on Data Set”column -- For each COC in each media, summarize the impact that questionable or failed QC measures had on individual data points and the data set as a whole.

Table 2-10 – COC – Planned Versus Actual

In Table 2‑10, confirm that contaminant of concern (COC) information developed during the data quality objective (DQO) process was collected for each functional area and individual waste stream.  In Table 2‑10, identify the media and COCs as defined by Table 1‑7 of the DQO workbook.  Add any additional COCs identified during the implementation of the investigation.  Complete Table 2‑10 by documenting that the data have, or have not, been collected.  When information for a COC has not been obtained, provide an explanation.

NOTES FOR COMPLETION OF TABLE 2-10:

Media column -- Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC column -- Clearly identify each contaminant of concern.

Collected (Y/N) column -- This column identifies if the planned number of samples and analyses were performed for the associated COC.  If analyses were rejected during verification and validation review, these results should not be considered as collected.

Explanation column -- Each COC that contains a “No” in the previous column requires an explanation in this column.  The loss of a single sample or analysis may not impair project objectives; however, each instance where the planned analyses were not obtained requires documentation. 

Table 2-11 – Analytical Performance – Detection Limits Planned Versus Actual

In Table 2‑11, confirm that contaminant of concern (COC) reported detection limits are adequate relative to data quality objective (DQO) goals and final action levels for each media or individual waste stream.  This table identifies the individual waste streams or media, COCs, analytical methods, and required detection limits as defined by Table 3‑5 of the DQO workbook.  Final action levels from Table 5‑1 of the DQO workbook are also tabulated.  Table 2‑11 is completed by documenting the achieved detection levels and identifying specific exceptions.  When levels for a COC have not been obtained, provide an explanation for the discrepancy.

NOTES FOR COMPLETION OF TABLE 2-11:

Media column -- Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC column -- Clearly identify each contaminant of concern.

Analytical Method column -- The analytical method employed to perform the analysis should be identified in this column.  A method number may be sufficient, if it is a recognized U.S. Environmental Protection Agency or standard methods reference.  However, when individual site or laboratory procedures are utilized, method names should be included (i.e., uranium by KPA, actinium‑227 by gamma spectroscopy, lead by x‑ray fluorescence, etc.).  These methods should be consistent with those identified in Table 3‑5 of the DQO workbook.

Final Action Level column -- These are the project action levels established during the DQO process.  They were originally identified in Table 5‑1 of the DQO workbook.

Detection Limit Required column -- These are the project detection limit requirements established during the DQO process.  They were originally identified in DQO workbook Table 3‑5.

Detection Limit Achieved column -- From the analysis performed, determine the project detection limit achieved.  This can be accomplished by reviewing laboratory method detection limits (MDLs) and minimal detectable activities (MDAs) in conjunction with associated blank levels and necessary analytical dilution factors for each analyte.

Exceptions column -- This column identifies any exceptions to achieving the required detection limits.  Data validation, resulting qualifiers, and reason codes should highlight specific analysis or analytes where detection limits were not obtained.

Explanation column -- Each COC that has exceptions to detection limit goals,requires an explanation in this column.  Again, data validation, resulting qualifiers, and reason codes should identify reasons for specific analysis or analytes that have unacceptable detection levels.

Table 2-12 – Analytical Performance – Precision Planned Versus Actual

In Table 2‑12, confirm that contaminant of concern (COC) reported precision is adequate relative to data quality objective (DQO) goals and final action levels for each media or individual waste stream.  This table identifies the media or individual waste streams or media, COCs, analytical methods, required precision as defined by Table 3‑5 of the DQO workbook.  Include the final action levels from DQO workbook Table 5‑1.  Complete Table 2‑12 by documenting the achieved precision levels and identifying specific exceptions.  When precision levels for a COC have not been obtained, provide an explanation.

NOTES FOR COMPLETION OF TABLE 2-12:

Media column -- Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC column -- Clearly identify each contaminant of concern.

Analytical Method -- The analytical method employed to perform the analysis should be identified in this column.  A method number may be sufficient, if it is a recognized U.S. Environmental Protection Agency or standard methods reference.  However, when individual site or laboratory procedures are utilized, method names should be included (i.e., uranium by KPA, actinium‑227 by gamma spectroscopy, lead by x‑ray fluorescence, etc.).  These methods should be consistent with those identified in Table 3‑5 of the DQO workbook.

Final Action Level column -- These are the project action levels established during the DQO process.  They were originally identified in Table 5‑1 of the DQO workbook.

Precision Required column -- These are the project precision requirements established during the DQO process.  They were originally identified in Table 3‑5 of the DQO workbook.

Precision Achieved column -- From the analysis performed, determine the precision achieved.  This can be accomplished by reviewing laboratory duplicate, matrix spike duplicate, field duplicate, and laboratory control precision for each analyte.

Exceptions column -- This column identifies any exceptions to achieving the required precision.  Data validation, resulting qualifiers, and reason codes should highlight specific analysis or analytes where unacceptable precision was obtained.

Explanation column -- Each COC that has exceptions to precision goals requires an explanation in this column.  Data validation, resulting qualifiers, and reason codes should identify reasons for specific analysis or analytes that have unacceptable precision.

Table 2-13 – Analytical Performance – Accuracy Planned Versus Actual

In Table 2‑13, confirm that contaminant of concern (COC) reported accuracy is adequate relative to data quality objective (DQO) goals and final action levels for each media or individual waste stream.  This table identifies the individual waste streams or media, COCs, analytical methods, required accuracy as defined in Table 3‑5 of the DQO workbook.  Include final action levels from Table 5‑1 of the DQO workbook.  Complete Table 2‑13 by documenting the achieved accuracy levels and identifying specific exceptions.  When accuracy levels for a COC have not been obtained, provide an explanation.

NOTES FOR COMPLETION OF TABLE 2-13:

Media column -- Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC column -- Clearly identify each contaminant of concern.

Analytical Method column -- The analytical method employed to perform the analysis should be identified in this column.  A method number may be sufficient, if it is a recognized U.S. Environmental Protection Agency or standard methods reference.  However, when individual site or laboratory procedures are utilized, method names should be included (i.e., uranium by KPA, actinium‑227 by gamma spectroscopy, lead by x‑ray fluorescence, etc.).  These methods should be consistent with those identified in Table 3‑5 of the DQO workbook.

Final Action Level column -- These are the project action levels established during the DQO process.  They were originally identified in Table 5‑1 of the DQO workbook.

Accuracy Required column -- These are the project accuracy requirements established during the DQO process.  They were originally identified in DQO workbook Table 3‑5.

Accuracy Achieved column -- From the analysis performed, determine the accuracy achieved.  This can be accomplished by reviewing laboratory surrogate, tracer, matrix spike, and laboratory control accuracy measurements for each analyte.

Exceptions column -- This column identifies any exceptions to achieving the required accuracy.  Data validation, resulting qualifiers, and reason codes should highlight specific analysis or analytes where unacceptable accuracy was obtained.

Explanation column -- Each COC that has exceptions to accuracy goals requires an explanation in this column.  Data validation, resulting qualifiers, and reason codes should identify reasons for specific analysis or analytes that have unacceptable accuracy.

Table 2-14 – Populations of Interest

In Table 2‑14, document whether the total number of measurements collected is consistent with the total number of measurements required by the data quality objective (DQO) report and the sampling and analysis plan.  This table identifies the individual decision statement number, the media (or individual waste stream), contaminants of concern (COCs), number of measurements planned within each population of interest, and the number of measurements actually obtained during the study for the population of interest (including valid estimated results but not including rejected results).

NOTES FOR COMPLETION OF TABLE 2-14:

DS# column -- This is the DQO decision statement number carried forward from DQO workbook Table 3‑1.

Media column -- Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC column -- Clearly identify each contaminant of concern.

Total Number of Measurements Planned column -- This is the number of measurements planned in the sampling and analysis plan.

Total Number of Measurements Collected column -- This is the number of measurements actually obtained for the population of interest that are useable to the project.  This will normally include data that have been estimated during the verification and validation; however, it should not include those analyses that have been rejected.

Table 2-15 – Quality Assurance Summary

In Table 2‑15, present the significant findings or non-conformances that resulted from audit and surveillance activities along with a summary of their potential project implications.

NOTES FOR COMPLETION OF TABLE 2-15:

Audit, Surveillance, Non-Conformance column -- Identify audit and surveillance findings and project non-conformances by name, number, and date.

Finding column -- Clearly state the content of the finding or non-conformance.  Include any resolution and corrective actions taken as a result of the finding.

Project Implication column -- Identify how each finding or non-conformance impacted the project, the analytical results, or the data quality objectives (DQOs).  Be specific; if only an individual data point or subset of data is impacted, clearly identify each and reach conclusions as to the resulting consequences to the project.

Table 2-16 – Basic Population Statistics

In Table 2‑16, present the basic statistical quantities calculated for each population data set.  These quantities include the mean standard deviation, coefficient of variation, minimum, maximum, and number of measurements in each media or population.  The goal of this activity is to summarize basic statistical quantities for each population data set.

NOTES FOR COMPLETION OF TABLE 2-16:

Media column -- Identify each media sampled during the course of the investigations.  Typical media types include soil (surface and subsurface), sediment, groundwater, surface water, air, concrete, and paint.

COC media -- Clearly identify each contaminant of concern.

Mean column -- The mean of the population is the sum of all values for given analyte in the sample population divided by the total number of values determined for that analyte.

Standard Deviation column -- The standard deviation is a determination of the variability of the data set around the mean value.  It is calculated as sigma and is the square root of the arithmetic mean of the squares of the deviation from the arithmetic mean of a frequency distribution.

----insert formula---
Coefficient of Variation column -- 

----insert formula----
Minimum column – Identify the minimum value observed for the analyte in the population set.

Maximum column – Identify the maximum value observed for the analyte in the population set.

Number of Measurements column – Identify the number of values included in the population set.

Graphic data representations may include displays of individual data points, statistical quantities, temporal data, spatial data, and plots of two or more variables.  The goal of these exercises is to identify patterns and trends in the data that might enhance purely statistical numerical methods of data assessment.  Since no single representation will provide a complete understanding of the data, the analyst is encouraged to select multiple graphical representations during this phase of the data assessment.  Examples of common graphical representations include the following:

· Histogram/frequency plots

· Stem-and-leaf plots

· Box and whisker plots

· Ranked data plots

· Quantile plots

· Scatter plots 

· Time plots

· Spatial plots.

2.0 Step 3 -- Select the Statistical Test

Purpose:

The purpose of DQA Step 3 is to select the most appropriate statistical hypothesis test for determining if the null hypothesis established in DQA Step 1 can be rejected.  The assumptions for the selected statistical hypothesis test shall be rigorously verified in DQA Step 4.  If all assumptions are verified in DQA Step 4, then the selected statistical hypothesis test shall be used in DQA Step 5 to formally test the null hypothesis.  Otherwise, DQA Step 3 shall be repeated until all of the assumptions have been verified.

Definitions:
· Fixed threshold is a measurement level about which a decision is made.  An example of a fixed threshold is the cleanup level of a contaminant (where cleanup is required if concentrations are above this fixed threshold).

· Two sample populations are sample results from two distinct groups of data that the user is interested in comparing.  Examples of two such populations that might be compared are background concentrations and site-related concentrations.

· Parameter refers to the statistical quantity being evaluated.  Examples of common statistical parameters include proportion/percentile, mean, and median.

· Proportion/percentile is a statistic about the percentage of objects meeting a certain criteria.  A proportion is the percentage itself, expressed as a number between 0 and 1.  For example, if 9 out of 10 soil concentrations are below the 10 ppm level, then the proportion of concentrations is 0.9 (since 9/10 = 0.9).  A percentile indicates the level for a data group below which a certain proportion of data falls.  For example, if the 10 soil concentrations are ordered from smallest to largest and the ninth largest concentration is 9.5 ppm, then the estimate of the 90th percentile is 9.5 ppm (since 90% of the data are < 9.5 ppm).

· Mean value is the arithmetic average value, calculated as the sum of all data points divided by the number of data points.  For example, a sample of soil concentrations might consist of the following five values (all in ppm):  1, 3, 3.5, 5.5, and 6.  The mean value is 3.8 ppm (calculated as [1 + 3 + 3.5 + 5.5 + 6]/5 = 19/5 = 3.8).

· Median value is the 50th percentile, which is the same as the middle value in the distribution of data points.  For example, a sample of soil concentrations might consist of the following five values (all in ppm):  1, 3, 3.5, 5.5, and 6.  The median value is 3.5 ppm since the middle value among these five concentrations is 3.5 (there are two concentrations below 3.5 and two concentrations above 3.5; 3.5 is the middle value).

· Normally distributed data are symmetric about the mean value and follow a bell‑shape curve when plotted as a histogram.  (No theoretical statements about the normal distribution will be presented here.)

2.1 SELECT THE STATISTICAL TEST

Tables 3‑1 through 3‑8 have been completed to select the most appropriate statistical hypothesis test.  Tables 3‑2 through 3‑4 apply only when a comparison is made against a fixed threshold, while Tables 3‑5 through 3‑8 apply when a comparison is made against two sample populations.

Table 3-1 -- Statistical Test - Type of Evaluation

Table 3‑1 identifies whether the evaluation involves a comparison against a fixed threshold or a comparison between two sample populations.

NOTES FOR COMPLETION OF TABLE 3-1:

Indicate Selection column -- Select either the first row or the second row in this column.  The first row is selected when the type of evaluation is for a fixed threshold value.  The second row is selected when the type of evaluation is for a comparison between two sample populations.
Type of Evaluation column -- The first row is for the situation where data collected should be compared against a fixed threshold value.  The second row is for the situation where data collected from two sample populations should be compared against each other.

Example column -- The first row provides an example of data being compared against a fixed threshold value.  The second row provides an example of data from two sample populations that are compared against each other.

Follow-Up column -- This column provides information on which figure (flow chart) should be used as a guide for the DQA Step 3 process and also provides directions on how to proceed.  If data are to be compared against a fixed threshold, then row 1 is selected and Figure 3‑1 is used as a guide.  The user then proceeds to Section 3.1.1.1.  If data from two sample populations are compared to each other, then row 2 is selected and Figure 3‑2 is used as a guide.  The user then proceeds to Section 3.1.1.2.

Figure 3-1 – Title?
This figure shows the DQA Step 3 process in flow chart format when the goal is to compare the data against a fixed threshold value.

Figure 3-2 – Title?
This figure shows the DQA Step 3 process in flow chart format when the goal is to compare the data from two sample populations against each other.

Comparison Against a Fixed Threshold
This section identifies the selected statistical hypothesis test to be used in the comparison of data results against a fixed threshold level.  The flow chart presented in Figure 3‑1 shows the selection process.

Table 3-2 -- Statistical Tests - Fixed Threshold/Type of Parameter

Table 3‑2 identifies the type of parameter that is appropriate for the comparison of data against a fixed threshold value. This selection is consistent with the null hypothesis identified in DQA Step 1.

The type of parameter should be consistent with the null hypothesis chosen in DQA Step 1.  While there are many types of statistical parameters, this DQA workbook focuses on proportion/percentile, mean value, and median value since these are the only parameters addressed in EPA QA/G‑9.

NOTES FOR COMPLETION OF TABLE 3-2:

Selection column -- Select either the first row or the second row in this column.  The first row is selected when the type of parameter is a proportion/percentile.  The second row is selected when the type of parameter is a mean value, median value, or some other statistic.
Type of Parameter column -- The first row is for the situation where the type of parameter to be compared against a fixed threshold value is a proportion/percentile.  The second row is where the type of parameter to be compared against a fixed threshold value is a mean value, median value, or some other statistic.

Example column -- The first row provides an example of a proportion/percentile being compared against a fixed threshold value.  The second row provides an example of a mean value being compared against a fixed threshold.

Follow-Up column -- This column provides information on where the user is to proceed after making his/her selection.  If a proportion/percentile is compared against a fixed threshold, then row 1 is selected, then the statistical hypothesis test has been chosen and the user proceeds to Table 3-9 in Section 3.1.2.  If a mean, median, or some other statistic is compared against a fixed threshold, then row 2 is selected and the user proceeds to Table 3‑3.

Table 3-3 -- Statistical Tests - Fixed Threshold/Distribution Type

To aid in the selection of the appropriate statistical hypothesis test, the data distribution and number of data points for the project data are noted in Table 3-3.  The data distribution (i.e., normal versus non-normal) will be verified in DQA Step 4.

NOTES FOR COMPLETION OF TABLE 3-3:

Selection column -- Select one of the five rows in this column based on the information presented in the second and third columns.  The first row is selected when the data are normally distributed and there are < 10 data points available for analysis and the default choice is desired under these conditions.  Row 2 is selected when the data are normally distributed and there are < 10 data points available for analysis and the default choice is not desired under these conditions (note that justification must be provided for making this selection).  Row 3 is selected when the data are normally distributed and there are > 10 data points available for analysis.  Row 4 is selected when the data are not normally distributed and there are < 20 data points available for analysis, and row 5 is selected when the data are not normally distributed and there are > 20 data points available for analysis.
Are the Data Normally Distributed? column -- The values in this column are either “Yes” or “No,” corresponding to normally distributed data or data not normally distributed, respectively.

Number of Data Points Available column -- The values in this column correspond to the number of usable data points available for analysis and should be used in conjunction with the data distribution column (column 2).  For normally distributed data, determine if < 10 data points are available or if > 10 data points are available.  For data not normally distributed, determine if < 20 data points are available or if > 20 data points are available.

Recommended Statistical Hypothesis Test column -- This column provides information on which statistical hypothesis test is selected, as well as where the user should proceed after making his/her selection in column 1.  If either row 1, 3, 4, or 5 is selected, the user proceeds to Table 3-9 in Section 3.1.2.  If row 2 is selected, then the used must proceed to Table 3‑4 to justify this choice (an optional choice that is contrary to the default statistical hypothesis test under these specific conditions).

Table 3-4 -- Justification for Not Choosing the Wilcoxon Signed Rank Test

For the case where the data are judged to be normally distributed and there are < 10 data points available for the comparison against a threshold value, the default test is the Wilcoxon Signed Rank Test.  However, if the user prefers to override this default and use the One-Sample t‑Test (as demonstrated by the selection of row 2 in Table 3‑3), justification for this choice must be made by completing Table 3‑4.

NOTES FOR COMPLETION OF TABLE 3-4:

Provide text that gives clear justification for choosing the One-Sample t‑Test over the Wilcoxon Signed Rank Test when there are < 10 data points available and the data are judged to be normally distributed.

Proceed to Table 3-9 in Section 3.1.2 after completing Table 3‑4.



Comparison Between Two Populations

This section identifies the selected statistical hypothesis test to be used in the comparison of data results from two sample populations against each other.  The flow chart presented in Figure 3‑2 shows the selection process.

Table 3-5 -- Statistical Tests - Two Populations/Type of Parameter

Table 3‑5 identifies the type of parameter that is appropriate for the comparison of data from two sample populations against each other. This selection is consistent with the null hypothesis identified in DQA Step 1.

NOTES FOR COMPLETION OF TABLE 3-5:

Selection column -- Select either the first row or the second row in this column.  The first row is selected when the type of parameter is a proportion/percentile.  The second row is selected when the type of parameter is a mean value, median value, or some other statistic.
Type of Parameter column -- The first row is for the situation where the type of parameter to be compared against a fixed threshold value is a proportion/percentile.  The second row is where the type of parameter to be compared against a fixed threshold value is a mean value, median value, or some other statistic.

Example of Test column -- The first row provides an example of a proportion/percentile from two sample populations being compared against each other.  The second row provides an example of a mean value from two sample populations being compared against each other.

Follow-Up column -- This column provides information on whether the statistical test has been chosen, as well as where the user should proceed after making his/her selection in column 1.  If a proportion/percentile is the parameter of interest, then row 1 is selected, the statistical hypothesis test has been chosen, and the user proceeds to Table 3‑9 in Section 3.1.2.  If a mean, median, or some other statistic is the parameter of interest, then row 2 is selected and the user proceeds to Table 3‑6.

Table 3-6 -- Statistical Tests - Two Populations/Distribution Type

To aid in the selection of the appropriate statistical hypothesis test, the data distribution and number of data points for the project data are noted in Table 3‑6.  The data distribution (i.e., normal versus non-normal) will be verified in DQA Step 4.

NOTES FOR COMPLETION OF TABLE 3-6:

Selection column -- Select one of the five rows in this column based on the information presented in the second and third columns.  The first row is selected when the data are normally distributed and there are > 10 data points available for analysis.  Row 2 is selected when the data are normally distributed and there are < 10 data points available for analysis and the default choice of tests (the Wilcoxon Rank Sum Test) is made.  Row 3 is selected when the data are normally distributed and there are < 10 data points available for analysis and the default choice of tests (the Wilcoxon Rank Sum Test) under these conditions is not desired (note that justification must be provided for making this selection).  Row 4 is selected when the data are not normally distributed and there are > 10 data points available for analysis, and row 5 is selected when the data are not normally distributed and there are < 10 data points available for analysis.
Are the Data Normally Distributed for both populations? column -- The values in this column are either “Yes” or “No.”  If data from both populations being compared are normally distributed then the rows corresponding to “Yes” under this column should be considered when completing this table; otherwise, the rows corresponding to “No” under this column should be considered when completing this table.

Are both sample sizes > 10? column -- The values in this column correspond to whether or not the number of usable data points available for analysis is > 10.  When there are > 10 data points available, the rows corresponding to “Yes” under this column should be considered when completing this table; otherwise, the rows corresponding to “No” under this column should be considered when completing this table.

Follow-Up column -- This column provides information on whether or not the statistical test has been chosen, as well as where the user is to proceed after making his/her selection in column 1.  If row 1 is chosen, the user proceeds to Table 3‑8.  If row 2, 4, or 5 is chosen, the statistical hypothesis test has been selected and the user proceeds to Table 3‑9 in Section 3.1.2.  If row 3 is chosen, the user proceeds to Table 3‑7 to justify making a choice against the default test (when there are fewer than 10 data points available and the data are normally distributed).

Table 3-7 -- Justification for Not Choosing Recommended Wilcoxon Rank Sum Test for Two Populations

For the case where the data are judged to be normally distributed and there are < 10 data points available for one or both populations, the default test is the Wilcoxon Rank Sum Test.  However, if the user prefers to over-ride this default (as demonstrated by the selection of row 3 in Table 3‑6), justification for this choice must be made by completing Table 3‑7.

NOTES FOR COMPLETION OF TABLE 3-7:

Provide text that gives clear justification for choosing against the Wilcoxon Rank Sum Test (the default selection for comparing data from two sample populations) when there are < 10 data points available from one or both populations and the data are judged to be normally distributed.

Proceed to Table 3‑8 after completing Table 3‑7.



Table 3-8 -- Statistical Test - Variances from Two Populations

Table 3‑8 is completed for cases where data from both populations are considered normally distributed and there are > 10 data points available from both populations. The statistical hypothesis test recommended in Table 3‑8 will later be verified in DQA Step 4.

NOTES FOR COMPLETION OF TABLE 3-8:

Selection column -- Select one of the two rows in this column based on the information presented in the second column.  The first row is selected when the variances from the two populations are judged to be statistically equivalent.  Row 2 is chosen when the variances from the two populations are not statistically different from each other.
Are the Variances from the Two Populations Statistically Different? column -- The values in this column are either “Yes” or “No,” corresponding to whether the variances from the two populations are considered to be statistically different.  If the variances appear to be different, then the row with “Yes” in this column is chosen when completing this table.  If the variances do not appear to be different, then the row with “No” in this column is chosen when completing this table.  Note that if this path is followed (i.e., the path leading to the completion of Table 3‑8), then the assumption of equality of variances will be formally tested in DQA Step 4.

Follow-Up column -- This column provides information on which statistical test has been chosen.  This column also informs the user to proceed to Table 3‑9 in Section 3.1.2 after completing this table.

Table 3-9 -- Assumptions Pertaining to Selected Statistical Hypothesis Test

The user completes Table 3‑9 by choosing the appropriate row that corresponds to the statistical hypothesis test chosen from Section 3.1.1.1 (if the test of interest is a comparison of a parameter value against a fixed threshold value) or from Section 3.1.1.2 (if the test of interest is a comparison of parameter values from two sample populations).

NOTES FOR COMPLETION OF TABLE 3-9:

Selection column -- Select only one of the nine rows in this column, corresponding to the statistical hypothesis test chosen within Section 3.1.1.1 or Section 3.1.1.2.  The names of the statistical hypothesis tests are found in column 2 of this table.

Statistical Hypothesis Test Chosen column -- This column lists the possible statistical hypothesis tests.  One of these tests corresponds to the test selected by the user either in Section 3.1.1.1 or Section 3.1.1.2.

Test Chosen Based on Which Flow Chart? column -- This column aids the user to determine which statistical hypothesis test was chosen by indicating which tests are products of which flow chart.  The flow chart found in Figure 3‑1 corresponds to the tests presented in rows 1 through 4; these tests are for the comparison of data against a fixed threshold value.  The flow chart found in Figure 3‑2 corresponds to the tests presented in rows 5 through 9; these tests are for the comparison of data from two sample populations.

Purpose, Assumptions, and Limitations column -- This column indicates that the information on the purpose of the test chosen, as well as the test’s assumptions and limitations, are presented within the Level 2 documentation for Step 3 of this DQA workbook.

One-Sample Proportion Test (for comparison against a fixed threshold)

The following table summarizes the purpose, assumptions, and limitations that apply to the One‑Sample Proportion Test.

Purpose, Assumption, or Limitation
Statements
Comment About Statement

Purpose
To test hypotheses regarding a population proportion or population percentile.
N/A

Assumptions
1.
The data evaluated are expressed as a proportion.
a) If the hypothesis is that a certain proportion of results are below a certain threshold, then the evaluation of the data is straightforward.

b) If the hypothesis is that a certain percentile (e.g., the 95th percentile) is less than a particular threshold value (e.g., the value of 10), then the execution of this statistical hypothesis test requires that the data be expressed in terms of the proportion of data that fall below this threshold value.  In this example, the hypothesis would be that the proportion is less than 0.95 and the statistic of interest from the actual data is the proportion of results that are less than 10.


2.
Data are collected as a random sample from the population of interest.
N/A

Limitations and Robustness
1.
The procedure is valid for any underlying distributional shape.
N/A


2.
Outliers do not affect the outcome of the procedure, as long as they do not represent data errors.
N/A


3.
This workbook will evaluate data from simple or systematic random samples when performing the One‑Sample Proportion Test. 
Consult a statistician if you have other sampling schemes.

N/A = not available

One-Sample t-Test (for comparison against a fixed threshold)

The following table summarizes the purpose, assumptions, and limitations that apply to the One-Sample t‑Test.

Purpose, Assumption, or Limitation
Statements
Comment About Statement

Purpose
To test hypotheses regarding the mean of the population from which a sample is selected.
N/A

Assumptions
1.
Data are collected as a random sample from the population of interest.
This is also thought of as meaning that the data values collected are independent of each other.


2.
The sample mean value is approximately normally distributed.
Based on statistical theory (the Central Limit Theorem), the sample mean from a random sample drawn from a population with an unknown distribution will be approximately normally distributed, provided that the sample size is large.  This means that although tests of normality of the data can and should be performed for small sample sizes, the conclusion that the data are not normally distributed does not automatically invalidate the t‑Test.

Limitations and Robustness
1.
The procedure is valid for normally distributed data, but this assumption is lessened as the sample size increases.
See discussion under Assumption 2 above.


2.
Outliers greatly affect the outcome of the procedure, because the sample mean and variance are greatly affected by outliers.
a) Outliers have less of an effect as the sample size increases.

b) The Wilcoxon Signed Rank Test is not affected by outliers as much as the One-Sample t‑Test, but the t‑Test is slightly more powerful.  If the user can demonstrate that the data are approximately normal, then the t‑Test is the preferred test about the mean value of a population.






3.
This test has difficulty in dealing with “less-than” values (results reported as less than some detection limit).
There are several methods for dealing with less than values, including substitution of a certain value (e.g., one‑half the detection limit) or an adjustment method (e.g., Cohen’s Method).  If there is a large percentage of less than values and the threshold value is greater than the detection limit, then the One-Sample Proportion Test is more valid than the One-Sample t‑Test.


4.
This workbook will evaluate data from simple, systematic, and composite random samples, as well as from stratified random samples, when performing the One-Sample t-Test.
Consult a statistician if you have other sampling schemes.

N/A = not available

Wilcoxon Signed Rank Test (for comparison against a fixed threshold)

The following table summarizes the purpose, assumptions, and limitations that apply to the Wilcoxon Signed Rank Test.

Purpose, Assumption, or Limitation
Statements
Comment About Statement

Purpose
To test hypotheses regarding the mean or median of the population from which a sample is selected.
N/A

Assumptions
1.
Data are collected as a random sample from the population of interest.
N/A


2.
The population is continuous and symmetric about its mean or median.
Symmetry is not as stringent an assumption as normality since normal distributions are symmetric, but symmetric distributions are not necessarily normally distributed.  If the data are not symmetric, it may be possible to transform the data so this assumption is satisfied.  Since the mean and median are the same in a symmetric distribution, the null hypothesis can be stated in terms of either parameter.

Limitations and Robustness
1.
The assumption of symmetry is a strong assumption if the null hypothesis is expressed in terms of the mean.
When assumptions are violated and the sample size is large (> 50), the One‑Sample t‑Test performs better as compared to the Wilcoxon Signed Rank Test on the mean.  When sample sizes are small and the assumption of symmetry fails, the user can consult a statistician for guidance or consider changing the population parameter from the mean to the median (the application of the test is the same).


2.
Special care should be taken when there are many results reported at the same value (this can have the effect of diluting the statistical power of the Wilcoxon test).
Special methods are available for breaking “ties.”  Accuracy in data reporting is extremely important and can sometimes prevent this problem.  Also, the reporting of estimated concentrations below the detection limit can aide in addressing this problem.


3.
The Wilcoxon Signed Rank Test is not affected by outliers as much as the One-Sample t-Test, but the t‑Test is slightly more powerful.
If the user can demonstrate that the data are approximately normal, then the t‑Test is the preferred test about the mean value of a population.


4.
This workbook will evaluate data from simple and systematic random samples when performing the Wilcoxon Signed Rank Test. 
Consult a statistician if you have other sampling schemes.

N/A = not available

Large Sample Approximation to the Wilcoxon Signed Rank Test (for comparison against fixed threshold)

The following table summarizes the purpose, assumptions, and limitations that apply to the large sample approximation to the Wilcoxon Signed Rank Test.

Purpose, Assumption, or Limitation
Statements
Comment About Statement

Purpose
To test hypotheses regarding the mean or median of the population from which a sample is selected.
N/A

Assumptions
1.
Data are collected as a random sample from the population of interest.
N/A


2.
The population is continuous and symmetric about its mean or median.
Symmetry is not as stringent an assumption as normality since normal distributions are symmetric, but symmetric distributions are not necessarily normally distributed.  If the data are not symmetric, it may be possible to transform the data so this assumption is satisfied.  Since the mean and median are the same in a symmetric distribution, the null hypothesis can be stated in terms of either parameter.


3.
The sample size is greater than or equal to 20.
For smaller sample sizes, use the Wilcoxon Signed Rank Test.

Limitations and Robustness
1.
The assumption of symmetry is a strong assumption if the null hypothesis is expressed in terms of the mean.
When assumptions are violated and the sample size is large (> 50), the One‑Sample t-Test performs better as compared to the Wilcoxon Signed Rank Test on the mean.  When sample sizes are small and the assumption of symmetry fails, the user can consult a statistician for guidance or consider changing the population parameter from the mean to the median (the application of the test is the same).


2.
Special care should be taken when there are many results reported at the same value (this can have the effect of diluting the statistical power of the Wilcoxon test).
Special methods are available for breaking “ties.”  Accuracy in data reporting is extremely important and can sometimes prevent this problem.  Also, the reporting of estimated concentrations below the detection limit can aide in addressing this problem.


3.
The Wilcoxon Signed Rank Test is not affected by outliers as much as the One-Sample t-Test, but the t‑Test is slightly more powerful.
If the user can demonstrate that the data are approximately normal, then the t‑Test is the preferred test about the mean value of a population.


4.
This workbook will evaluate data from simple and systematic random samples when performing the large sample approximation to the Wilcoxon Signed Rank Test. 
Consult a statistician if you have other sampling schemes.

N/A = not available

Two-Sample Proportion Test (for comparison of two populations)

The following table summarizes the purpose, assumptions, and limitations that apply to the Two‑Sample Proportion Test.

Purpose, Assumption, or Limitation
Statements
Comment About Statement

Purpose
To compare two population proportions or percentiles.
N/A

Assumptions
1.
The data from both populations evaluated are expressed as proportions.
If the hypothesis concerns a comparison of the proportion of results from each population that have some specific characteristic, then the evaluation of the data is straightforward.



Hypotheses about population percentiles require that the percentiles represent the percentage of elements of the population having values less than some threshold value.


2.
Data are collected as random samples from both populations of interest.
N/A

Limitations and Robustness
1.
The procedure is valid for any underlying distributional shape.
N/A


2.
Outliers do not affect the outcome of the procedure, as long as they do not represent data errors.
N/A


3.
This workbook will evaluate data from simple or systematic random samples when performing the Two‑Sample Proportion Test. 
Consult a statistician if you have other sampling schemes.

N/A = not available

Student’s Two-Sample t-Test (for comparison of two populations)

The following table summarizes the purpose, assumptions, and limitations that apply to the Student's Two-Sample t-Test.

Purpose, Assumption, or Limitation
Statements
Comment About Statement

Purpose
To compare two population means, based on random samples drawn from the populations.
N/A

Assumptions
1.
Data are collected as random samples from both populations of interest.
This is also thought of as meaning that the data values collected are independent of each other for each population.


2.
The sample means are approximately normally distributed for both populations.
Based on statistical theory (the Central Limit Theorem), the sample mean from a random sample drawn from a population with an unknown distribution will be approximately normally distributed, provided that the sample size is large.  This means that although tests of normality of the data can and should be performed for small sample sizes, the conclusion that the data are not normally distributed does not automatically invalidate this t‑Test.


3.
The variances of the two populations are approximately equal.
When variances are statistically different, but all other assumptions are met, the valid test is the Satterthwaite’s Two-Sample t-Test.

Limitations and Robustness
1.
The procedure is valid for normally distributed data, but this assumption is lessened as the sample size increases.
See discussion under Assumption 2 above.


2.
If the user has tested and rejected normality or equality of variances, then non-parametric procedures (e.g., Wilcoxon Rank Sum Test) should be applied.
The user should test for normality and equality of variances in order to choose the most appropriate test.


3.
Outliers greatly affect the outcome of the procedure, because the sample mean and variance are greatly affected by outliers.
Outliers have less of an effect as the sample size increases.


4.
This test may have difficulty in dealing with “less-than” values (results reported as less than some detection limit).
There are several methods for dealing with less than values, including substitution of a certain value (e.g., one‑half the detection limit) or an adjustment method (e.g., Cohen’s Method).  If there is a large percentage of less than values for both populations, the user may consider using the Two-Sample Proportion Test instead of Student’s Two-Sample t‑Test.


5.
This workbook will evaluate data from simple and systematic random samples when performing  Student’s Two-Sample t‑Test. 
Consult a statistician if you have other sampling schemes.

N/A = not available

Satterthwaite’s Two-Sample t-Test (for comparison of two populations)

The following table summarizes the purpose, assumptions, and limitations that apply to the Satterthwaite's Two‑Sample Test.

Purpose, Assumption, or Limitation
Statements
Comment About Statement

Purpose
To compare two population means, based on random samples drawn from the populations.
N/A

Assumptions
1.
Data are collected as random samples from both populations of interest.
This is also thought of as meaning that the data values collected are independent of each other for each population.


2.
The sample means are approximately normally distributed for both populations.
Based on statistical theory (the Central Limit Theorem), the sample mean from a random sample drawn from a population with an unknown distribution will be approximately normally distributed, provided that the sample size is large.  This means that although tests of normality of the data can and should be performed for small sample sizes, the conclusion that the data are not normally distributed does not automatically invalidate this t‑Test.


3.
The variances of the two populations are statistically different.
When variances are not statistically different, but all other assumptions are met, the valid test is the Student’s Two-Sample t-Test.

Limitations and Robustness
1.
The procedure is valid for normally distributed data, but this assumption is lessened as the sample size increases.
See discussion under Assumption 2 above.


2.
If the user has tested and rejected normality, then non-parametric procedures (e.g., Wilcoxon Rank Sum Test) should be applied.
The user should test for normality in order to choose the most appropriate test.


3.
Outliers greatly affect the outcome of the procedure, because the sample mean and variance are greatly affected by outliers.
Outliers have less of an effect as the sample size increases.


4.
This test may have difficulty in dealing with “less-than” values (results reported as less than some detection limit).
There are several methods for dealing with less than values, including substitution of a certain value (e.g., one‑half the detection limit) or an adjustment method (e.g., Cohen’s Method).  If there is a large percentage of less than values for both populations, the user may consider using the Two-Sample Proportion Test instead of Student’s Two‑Sample t‑Test.


5.
This workbook will evaluate data from simple and systematic random samples when performing  Student’s Two-Sample t‑Test. 
Consult a statistician if you have other sampling schemes.

N/A = not available

Wilcoxon Rank Sum Test (for comparison of two populations)

The following table summarizes the purpose, assumptions, and limitations that apply to the Wilcoxon Rank Sum Test.
Purpose, Assumption, or Limitation
Statements
Comment About Statement

Purpose
To compare two population distributions based on independent random samples from each population.
N/A

Assumptions
1.
Data are collected as random samples from both populations of interest.
This is also thought of as meaning that the data values collected are independent of each other, for each population.


2.
The two populations have approximately the same shape and dispersion.
One distribution can differ from the other by some fixed amount.  One way to check this assumption is to create and compare histograms of the data from the two samples (provided there are large sample sizes available). 

Limitations and Robustness
1.
Special care should be taken when there are many results reported at the same value (this can have the effect of diluting the statistical power of the Wilcoxon test).
Special methods are available for breaking “ties.”  Accuracy in data reporting is extremely important and can sometimes prevent this problem.  Also, the reporting of estimated concentrations below the detection limit can aide in addressing this problem.


2.
The Wilcoxon Rank Sum Test is only partially affected by outliers since it is based on the ranking of data values.
N/A


3.
This workbook will evaluate data from simple and systematic random samples when performing the Wilcoxon Rank Sum Test.
Consult a statistician if you have other sampling schemes.

N/A = not available

Large Sample Approximation to the Wilcoxon Rank Sum Test (for comparison of two populations)

The following table summarizes the purpose, assumptions, and limitations that apply to the large sample approximation to the Wilcoxon Rank Sum Test.

Purpose, Assumption, or Limitation
Statements
Comment About Statement

Purpose
To compare two population distributions based on independent random samples from each population.
N/A

Assumptions
1.
Data are collected as random samples from both populations of interest.
This is also thought of as meaning that the data values collected are independent of each other for each population.


2.
The two populations have approximately the same shape and dispersion.
One distribution can differ from the other by some fixed amount.  One way to check this assumption is to create and compare histograms of the data from the two samples (provided that there are large sample sizes available). 


3.
Both sample sizes are at least 10.
If either sample size is less than 10, then use the Wilcoxon Rank Sum Test instead of the large sample approximation to the Wilcoxon Rank Sum Test.

Limitations and Robustness
1.
Special care should be taken when there are many results reported at the same value (this can have the effect of diluting the statistical power of the Wilcoxon Test).
Special methods are available for breaking “ties.”  Accuracy in data reporting is extremely important and can sometimes prevent this problem.  Also, the reporting of estimated concentrations below the detection limit can aide in addressing this problem.


2.
The large sample approximation to the Wilcoxon Rank Sum Test is only partially affected by outliers since it is based on the ranking of data values.
N/A


3.
This workbook will evaluate data from simple and systematic random samples when performing the large sample approximation to the Wilcoxon Rank Sum Test. 
Consult a statistician if you have other sampling schemes.

N/A = not available

3.0 STEP 4 – VERIFY THE ASSUMPTIONS
OF THE STATISTICAL TEST

The purpose of DQA Step 4 is to verify the assumptions of the statistical hypothesis test chosen in DQA Step 3.  In this step, the user determines if the data support the underlying assumptions of the statistical hypothesis test or if modifications to the data are necessary before proceeding with further statistical analysis.  This determination is performed quantitatively by performing specific statistical tests to verify specific assumptions about the selected statistical hypothesis test.  Graphical representations of the data (see DQA Step 2) are used to provide important qualitative information in the verification process.

Table 4-1 – Statistical Hypothesis Selected in DQA Step 3

Table 4‑1 is completed to identify the statistical hypothesis test that was selected in DQA Step 3.

NOTES FOR COMPLETION OF TABLE 4-1:

Selection column -- Select only one of the nine rows in this column, corresponding to the statistical hypothesis test chosen in DQA Step 3.  The names of the statistical hypothesis tests are found in column 2 of this table.

Selected Statistical Hypothesis Test column – This column lists the possible statistical hypothesis tests.  One of these tests corresponds to the test selected by the user in DQA Step 3.

Follow-Up column -- This column provides information on where the user should proceed after making his/her selection in column 1.  If the One-Sample Proportion Test is selected, the user proceeds to Table 4‑2.  If the One-Sample t‑Test is selected, the user proceeds to Table 4-4.  If the Wilcoxon Signed Rank Test is selected, the user proceeds to Table 4‑6.  If the large sample approximation to the Wilcoxon Signed Rank Test is selected, the user proceeds to Table 4‑8.  If the Two-Sample Proportion Test is selected, the user proceeds to Table 4‑10.  If the Student’s Two-Sample t‑Test is selected, the user proceeds to Table 4‑12. If the Satterthwaite’s Two-Sample t-Test is selected, the user proceeds to Table 4‑14.  If the Wilcoxon Rank Sum Test is selected, the user proceeds to Table 4‑16.  If the large sample approximation to the Wilcoxon Rank Sum Test is selected, the user proceeds to Table 4‑18.

Table 4-2 – Verification of Assumptions for the One-Sample Proportion Test

The assumptions for the One-Sample Proportion Test are listed in Table 4-2.  The user indicates within the table if each assumption for this test is met and takes the appropriate action accordingly.  Limitations listed within DQA Step 3 must also be considered.

NOTES FOR COMPLETION OF TABLE 4-2:

Assumptions column -- Each assumption for the One-Sample Proportion Test is listed in this column; each assumption listed must be verified accordingly.

Verification Action column -- The action required by the user to verify the assumption is listed in this column.

Result of Verification Action (select one) column -- The user must highlight the appropriate result, indicating either that the assumption is verified or that the assumption is not verified, based on the verification action required (see column 2).

Suggested Action if Assumption Not Met column -- This column lists appropriate actions to take in the event that an assumption is not met (when column 3 has “Assumption Not Verified” highlighted).

Table 4-3 – Final Determination for the One-Sample Proportion Test

The user makes a final determination of whether or not the One-Sample Proportion Test is appropriate by completing Table 4‑3.  As indicated within this table, the user will then either return to DQA Step 3 or proceed to DQA Step 5.

NOTES FOR COMPLETION OF TABLE 4-3:

Selection column -- Select one of the rows in this column to indicate if all assumptions were met for the One-Sample Proportion Test.  If all assumptions were met, select the first row; otherwise, select the second row.

Were All Assumptions Verified? column -- This column has two possible responses:  a “Yes” response indicates that all assumptions for the statistical hypothesis test have been met; a “No” response indicates that at least one assumption for the statistical hypothesis test has not been met.

Follow-Up column -- This column provides information on where the user should proceed after making his/her selection in column 1.  If the first row in column 1 is selected, the assumptions have been met and the user proceeds to DQA Step 5.  Otherwise, if the second row in column 1 is selected, the assumptions for this test have not been met and the user must return to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-4 – Verification of Assumptions for the One-Sample t-Test

The assumptions for the One-Sample t‑Test are listed in Table 4‑4.  The user indicates within the table if each assumption for this test is met and takes the appropriate action accordingly.  Limitations listed within DQA Step 3 must also be strongly considered.

NOTES FOR COMPLETION OF TABLE 4-4:

Assumptions column -- Each assumption for the One-Sample t-Test is listed in this column; each assumption listed must be verified accordingly.

Verification Action column -- The action required by the user to verify the assumption is listed in this column.

Result of Verification Action (select one) column -- The user must highlight the appropriate result, indicating either that the assumption is verified or that the assumption is not verified, based on the verification action required (see column 2).

Suggested Action if Assumption Not Met column -- This column lists appropriate actions to take in the event that an assumption is not met (when column 3 has “Assumption Not Verified” highlighted).

Table 4-5 – Final Determination for the One-Sample t-Test

The user makes a final determination of whether or not the One-Sample t‑Test is appropriate by completing Table 4‑5. As indicated within this table the user will then either return to DQA Step 3 or will proceed to DQA Step 5.

NOTES FOR COMPLETION OF TABLE 4-5:

Selection column -- Select one of the rows in this column to indicate if all assumptions were met for the One-Sample t‑Test.  If all assumptions are met, the user selects the first row; otherwise, the user selects the second row.

Were All Assumptions Verified? column -- This column has two possible responses:  a “Yes” response indicates that all assumptions for the statistical hypothesis test have been met; a “No” response indicates that at least one assumption for the statistical hypothesis test has not been met.

Follow-Up column -- This column provides information on where the user should proceed after making his/her selection in column 1.  If the first row in column 1 is selected, the assumptions have been met and the user proceeds to DQA Step 5. Otherwise, if the second row in column 1 is selected, the assumptions for this test have not been met and the user must return to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-6 – Verification of Assumptions for the Wilcoxon Signed Rank Test

The assumptions for the Wilcoxon Signed Rank Test are listed in Table 4‑6.  The user indicates within the table if each assumption for this test is met and takes the appropriate action accordingly.  Limitations listed within DQA Step 3 must also be considered.

NOTES FOR COMPLETION OF TABLE 4-6:

Assumptions column – Each assumption for the Wilcoxon Signed Rank Test is listed in this column; each assumption listed must be verified accordingly.  Note that for Assumption 3 there is no requirement for the data to be normally distributed for the Wilcoxon Signed Rank Test; however, if normality can be demonstrated, then the One-Sample t‑Test is a more powerful test that should be considered in this situation.

Verification Action column -- The action required by the user to verify the assumption is listed in this column.

Result of Verification Action (select one) column -- The user must highlight the appropriate result, indicating either that the assumption is verified or that the assumption is not verified, based on the verification action required (see column 2).

Suggested Action if Assumption Not Met column -- This column lists appropriate actions to take in the event that an assumption is not met (when column 3 has “Assumption Not Verified” highlighted).

Table 4-7 – Final Determination for the Wilcoxon Signed Rank Test

The user makes a final determination of whether or not the Wilcoxon Signed Rank Test is appropriate by completing Table 4‑7.  As indicated within this table the user will then either return to DQA Step 3 or will proceed to DQA Step 5.

NOTES FOR COMPLETION OF TABLE 4-7:

Selection column – Select one of the rows in this column to indicate if all assumptions were met for the Wilcoxon Signed Rank Test.  If all assumptions are met, the user selects the first row; otherwise, the user selects the second row.

Were All Assumptions Verified? column -- This column has two possible responses:  a “Yes” response indicates that all assumptions for the statistical hypothesis test have been met; a “No” response indicates that at least one assumption for the statistical hypothesis test has not been met.

Follow-Up column -- This column provides information on where the user should proceed after making his/her selection in column 1.  If the first row in column 1 is selected, the assumptions have been met and the user proceeds to DQA Step 5.  Otherwise, if the second row in column 1 is selected, the assumptions for this test have not been met and the user must return to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-8 – Verification of Assumptions for the Large Sample Approximation to the Wilcoxon Signed Rank Test

The assumptions for the large sample approximation to the Wilcoxon Signed Rank Test are listed in Table 4‑8.  The user indicates within the table if each assumption for this test is met and takes the appropriate action accordingly.  Limitations listed within DQA Step 3 must also be considered.

NOTES FOR COMPLETION OF TABLE 4-8:

Assumptions column -- Each assumption for the large sample approximation to the Wilcoxon Signed Rank Test is listed in this column; each assumption listed must be verified accordingly.  Note that for Assumption 4 there is no requirement for the data to be normally distributed for the large sample approximation to the Wilcoxon Signed Rank Test; however, if normality can be demonstrated, then the One-Sample t-Test is a more powerful test that should be considered in this situation.

Verification Action column -- The action required by the user to verify the assumption is listed in this column.

Result of Verification Action (select one) column -- The user must highlight the appropriate result, indicating either that the assumption is verified or that the assumption is not verified, based on the verification action required (see column 2).

Suggested Action if Assumption Not Met column -- This column lists appropriate actions to take in the event that an assumption is not met (when column 3 has “Assumption Not Verified” highlighted).

Table 4-9 – Final Determination for the Large Sample Approximation to the Wilcoxon Signed Rank Test

The user makes a final determination of whether or not the large sample approximation to the Wilcoxon Signed Rank Test is appropriate by completing Table 4‑9.  As indicated within this table the user will then either return to DQA Step 3 or will proceed to DQA Step 5.

NOTES FOR COMPLETION OF TABLE 4-9:

Selection column -- Select one of the rows in this column to indicate if all assumptions were met for the large sample approximation to the Wilcoxon Signed Rank Test.  If all assumptions are met, the user selects the first row; otherwise, the user selects the second row.

Were All Assumptions Verified? column -- This column has two possible responses:  a “Yes” response indicates that all assumptions for the statistical hypothesis test have been met; a “No” response indicates that at least one assumption for the statistical hypothesis test has not been met.

Follow-Up column -- This column provides information on where the user should proceed after making his/her selection in column 1.  If the first row in column 1 is selected, the assumptions have been met and the user proceeds to DQA Step 5.  Otherwise, if the second row in column 1 is selected, the assumptions for this test have not been met and the user must return to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-10 – Verification of Assumptions for the Two-Sample Proportion Test

The assumptions for the Two-Sample Proportion Test are listed in Table 4‑10.  The user indicates within the table if each assumption for this test is met and takes the appropriate action accordingly.  Limitations listed within DQA Step 3 must also be considered.

NOTES FOR COMPLETION OF TABLE 4-10:

Assumptions column -- Each assumption for the Two-Sample Proportion Test is listed in this column; each assumption listed must be verified accordingly.

Verification Action column -- The action required by the user to verify the assumption is listed in this column.

Result of Verification Action (select one) column -- The user must highlight the appropriate result, indicating either that the assumption is verified or that the assumption is not verified, based on the verification action required (see column 2).

Suggested Action if Assumption Not Met column -- This column lists appropriate actions to take in the event that an assumption is not met (when column 3 has “Assumption Not Verified” highlighted).

Table 4-11 – Final Determination for the Two-Sample Proportion Test

The user makes a final determination of whether or not the Two-Sample Proportion Test is appropriate by completing Table 4‑11.  As indicated within this table the user will then either return to DQA Step 3 or will proceed to DQA Step 5.

NOTES FOR COMPLETION OF TABLE 4-11:

Selection column -- Select one of the rows in this column to indicate if all assumptions were met for the Two-Sample Proportion Test.  If all assumptions are met, the user selects the first row; otherwise, the user selects the second row.

Were All Assumptions Verified? column -- This column has two possible responses:  a “Yes” response indicates that all assumptions for the statistical hypothesis test have been met; a “No” response indicates that at least one assumption for the statistical hypothesis test has not been met.

Follow-Up column -- This column provides information on where the user should proceed after making his/her selection in column 1.  If the first row in column 1 is selected, the assumptions have been met and the user proceeds to DQA Step 5.  Otherwise, if the second row in column 1 is selected, the assumptions for this test have not been met and the user must return to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-12 – Verification of Assumptions for Student’s Two-Sample t‑Test

The assumptions for Student’s Two-Sample t‑Test are listed in Table 4‑12.  The user indicates within the table if each assumption for this test is met and takes the appropriate action accordingly.  Limitations listed within DQA Step 3 must also be considered.

NOTES FOR COMPLETION OF TABLE 4-12:

Assumptions column -- Each assumption for Student’s Two-Sample t‑Test is listed in this column; each assumption listed must be verified accordingly.  Note that Assumption 3 distinguishes Student’s Two-Sample t‑Test from Satterthwaite’s Two-Sample t-Test.  If the F‑Test indicates that variances are not statistically different, then the user is justified in using Student’s Two-Sample t‑Test.  However, if the F‑Test indicates that variances from the two populations are statistically different, then Satterthwaite’s Two-Sample t‑Test is more appropriate and should be the test of choice (if all other assumptions have been met).

Verification Action column -- The action required by the user to verify the assumption is listed in this column.

Result of Verification Action (select one) column -- The user must highlight the appropriate result, indicating either that the assumption is verified or that the assumption is not verified, based on the verification action required (see column 2).

Suggested Action if Assumption Not Met column -- This column lists appropriate actions to take in the event that an assumption is not met (when column 3 has “Assumption Not Verified” highlighted). 

Table 4-13 – Final Determination for the Student’s Two-Sample t-Test

The user makes a final determination of whether or not Student’s Two-Sample t‑Test is appropriate by completing Table 4‑13.  As indicated within this table the user will then either return to DQA Step 3 or will proceed to DQA Step 5.

NOTES FOR COMPLETION OF TABLE 4-13:

Selection column -- Select one of the rows in this column to indicate if all assumptions were met for Student’s Two-Sample t‑Test.  If all assumptions are met, the user selects the first row; otherwise, the user selects the second row.

Were All Assumptions Verified? column -- This column has two possible responses:  a “Yes” response indicates that all assumptions for the statistical hypothesis test have been met; a “No” response indicates that at least one assumption for the statistical hypothesis test has not been met.

Follow-Up column -- This column provides information on where the user should proceed after making his/her selection in column 1.  If the first row in column 1 is selected, the assumptions have been met and the user proceeds to DQA Step 5.  Otherwise, if the second row in column 1 is selected, the assumptions for this test have not been met and the user must return to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-14 – Verification of Assumptions for Satterthwaite’s Two-Sample t-Test

The assumptions for Satterthwaite’s Two-Sample t-Test are listed in Table 4‑14.  The user indicates within the table if each assumption for this test is met and takes the appropriate action accordingly.  Limitations listed within DQA Step 3 must also be considered.

NOTES FOR COMPLETION OF TABLE 4-14:

Assumptions column -- Each assumption for Satterthwaite’s Two-Sample t‑Test is listed in this column; each assumption listed must be verified accordingly.

Verification Action column -- The action required by the user to verify the assumption is listed in this column.

Result of Verification Action (select one) column -- The user must highlight the appropriate result, indicating either that the assumption is verified or that the assumption is not verified, based on the verification action required (see column 2).

Suggested Action if Assumption Not Met column -- This column lists appropriate actions to take in the event that an assumption is not met (when column 3 has “Assumption Not Verified” highlighted).

Notes on Assumption 3 -- This assumption distinguishes Satterthwaite’s Two-Sample t‑Test from Student’s Two-Sample t-Test.  If the F‑Test indicates that variances are indeed different, then the user is justified in using Satterthwaite’s Two-Sample t‑Test.  However, if the F‑Test indicates that variances from the two populations are not statistically different, then Student’s Two-Sample t‑Test is more appropriate and should be the test of choice (if all other assumptions have been met).

Table 4-15 – Final Determination for Satterthwaite’s Two-Sample t-Test

The user makes a final determination of whether or not Satterthwaite’s Two-Sample t‑Test is appropriate by completing Table 4‑15.  As indicated within this table the user will then either return to DQA Step 3 or will proceed to DQA Step 5.

The user makes a final determination of whether or not Satterthwaite’s Two-Sample t‑Test is appropriate by completing Table 4‑15.  As indicated within this table the user will then either return to DQA Step 3 or will proceed to DQA Step 5.

NOTES FOR COMPLETION OF TABLE 4-15:

Selection column -- Select one of the rows in this column to indicate if all assumptions were met for Satterthwaite’s Two-Sample t-Test.  If all assumptions are met, the user selects the first row; otherwise, the user selects the second row.

Were All Assumptions Verified? column -- This column has two possible responses:  a “Yes” response indicates that all assumptions for the statistical hypothesis test have been met; a “No” response indicates that at least one assumption for the statistical hypothesis test has not been met.

Follow-Up column -- This column provides information on where the user should proceed after making his/her selection in column 1.  If the first row in column 1 is selected, the assumptions have been met and the user proceeds to DQA Step 5.  Otherwise, if the second row in column 1 is selected, the assumptions for this test have not been met and the user must return to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-16 – Verification of Assumptions for the Wilcoxon Rank Sum Test

The assumptions for the Wilcoxon Rank Sum Test are listed in Table 4‑16.  The user indicates within the table if each assumption for this test is met and takes the appropriate action accordingly.  Limitations listed within DQA Step 3 must also be considered.

NOTES FOR COMPLETION OF TABLE 4-16:

Assumptions column -- Each assumption for the Wilcoxon Rank Sum Test is listed in this column; each assumption listed must be verified accordingly.

Verification Action column -- The action required by the user to verify the assumption is listed in this column.

Result of Verification Action (select one) column -- The user must highlight the appropriate result, indicating either that the assumption is verified or that the assumption is not verified, based on the verification action required (see column 2).

Suggested Action if Assumption Not Met Column -- This column lists appropriate actions to take in the event that an assumption is not met (when column 3 has “Assumption Not Verified” highlighted).

Note Concerning Assumption 3 -- There is no requirement for the data to be normally distributed for the Wilcoxon Rank Sum Test.  However, if normality can be demonstrated for both populations, then the Two-Sample t‑Test is a more powerful test that should be considered in this situation (of course, all assumptions for that test would then need to be verified).

Table 4-17 – Final Determination for the Wilcoxon Rank Sum Test

The user makes a final determination of whether or not Wilcoxon Rank Sum Test is appropriate by completing Table 4‑17.  As indicated within this table the user will then either return to DQA Step 3 or will proceed to DQA Step 5.

NOTES FOR COMPLETION OF TABLE 4-17:

Selection column -- Select one of the rows in this column to indicate if all assumptions were met for the Wilcoxon Rank Sum Test.  If all assumptions are met, the user selects the first row; otherwise, the user selects the second row.

Were All Assumptions Verified? column -- This column has two possible responses:  a “Yes” response indicates that all assumptions for the statistical hypothesis test have been met; a “No” response indicates that at least one assumption for the statistical hypothesis test has not been met.

Follow-Up column -- This column provides information on where the user should proceed after making his/her selection in column 1.  If the first row in column 1 is selected, the assumptions have been met and the user proceeds to DQA Step 5.  Otherwise, if the second row in column 1 is selected, the assumptions for this test have not been met and the user must return to DQA Step 3 to select a more appropriate statistical hypothesis test.

Table 4-18 – Verification of Assumptions for the Large Sample Approximation to the Wilcoxon Rank Sum Test

The assumptions for the large Sample Approximation to the Wilcoxon Rank Sum Test are listed in Table 4‑18.  The user indicates within the table if each assumption for this test is met and takes the appropriate action accordingly.  Limitations listed within DQA Step 3 must also be considered.

NOTES FOR COMPLETION OF TABLE 4-18:

Assumptions column -- Each assumption for the large sample approximation to the Wilcoxon Rank Sum Test is listed in this column; each assumption listed must be verified accordingly.

Verification Action column -- The action required by the user to verify the assumption is listed in this column.

Result of Verification Action (select one) column -- The user must highlight the appropriate result, indicating either that the assumption is verified or that the assumption is not verified, based on the verification action required (see column 2).

Suggested Action if Assumption Not Met Column -- This column lists appropriate actions to take in the event that an assumption is not met (when column 3 has “Assumption Not Verified” highlighted).

Note Concerning Assumption 3 -- There is no requirement for the data to be normally distributed for the large sample approximation to the Wilcoxon Rank Sum Test.  However, if normality can be demonstrated for both populations, then the Two-Sample t‑Test is a more powerful test that should be considered in this situation (of course, all assumptions for that test would then need to be verified).

Table 4-19 – Final Determination for the Large Sample Approximation to the Wilcoxon Rank Sum Test

The user makes a final determination of whether or not large sample approximation to the Wilcoxon Rank Sum Test is appropriate by completing Table 4‑19.  As indicated within this table the user will then either return to DQA Step 3 or will proceed to DQA Step 5.

NOTES FOR COMPLETION OF TABLE 4-19:

Selection column -- Select one of the rows in this column to indicate if all assumptions were met for the large sample approximation to the Wilcoxon Rank Sum Test.  If all assumptions are met, the user selects the first row; otherwise, the user selects the second row.

Were All Assumptions Verified? column -- This column has two possible responses:  a “Yes” response indicates that all assumptions for the statistical hypothesis test have been met; a “No” response indicates that at least one assumption for the statistical hypothesis test has not been met.

Follow-Up column -- This column provides information on where the user should proceed after making his/her selection in column 1.  If the first row in column 1 is selected, the assumptions have been met and the user proceeds to DQA Step 5.  Otherwise, if the second row in column 1 is selected, the assumptions for this test have not been met and the user must return to DQA Step 3 to select a more appropriate statistical hypothesis test.

4.0 Step 5 -- Draw Conclusions from the Data

The intent of DQA Step 5 is to conduct the statistical hypothesis test selected and verified in DQA Steps 3 and 4 and to interpret the results of this test in the context of the data user’s objectives. The statistical hypothesis test is used to formally test the null hypothesis previously established from DQA Step 1.

The three primary objectives of DQA Step 5 include the following:

· Perform the calculations required by the statistical hypothesis test

· Determine if there is sufficient evidence to reject the null hypothesis and interpret the results of this decision

· Evaluate the statistical power of the sampling design over the full range of parameter values.

In the event that there are multiple items that require the execution of the statistical hypothesis test, DQA Step 5 is repeated for each item.  For example, if there are several chemicals that have the same general data quality objective, then data for each chemical should be assessed separately.

Definitions:
· Null hypothesis and alternative hypothesis are obtained from DQA Step 1 and are used in conjunction.  The null hypothesis presents the baseline condition that is presumed to be true in the absence of strong evidence to the contrary, while the alternative hypothesis bears the burden of proof.  The null hypothesis (baseline condition) will be retained until there is strong evidence that suggests that the alternative condition (alternative hypothesis) is true.  These hypotheses generally are composed of three parts:  a population parameter of interest (e.g., a mean or proportion); a mathematical relational sign (e.g., the “=” or  “>” or “<” signs); and a numerical value against which the parameter of interest is compared (e.g., a threshold level) or a similar parameter from another population (e.g., the mean value from another population).  The symbol “H0” is used to designate the null hypothesis, while the symbol “H1” is used to designate the alternative hypothesis.

· Alpha level for the test is obtained from DQA Step 1.  This is the Type I error rate and corresponds to the user’s tolerance for committing a false-positive decision error as a result of uncertainty in the data. Alpha is numerical and falls between 0 and 1.  The confidence level for the statistical hypothesis test is commonly expressed as (1 ‑ alpha).

· Beta level for the test is obtained from DQA Step 1.  This is the Type II error rate and corresponds to the user’s tolerance for committing a false-negative decision error as a result of uncertainty in the data. Beta is numerical and falls between 0 and 1.  The power of the statistical hypothesis test is commonly expressed as (1 ‑ beta).

· n is a mathematical symbol used to designate the number of sample results used in the statistical hypothesis test about a single population.  For statistical hypothesis tests about two populations, the mathematical symbols n1 and n2 are used to designate the number of sample results from populations 1 and 2, respectively.

Table 5-1 – Selected Statistical Hypothesis Test

In Table 5‑1, identify the statistical hypothesis test that was selected in DQA Step 3 and which the assumptions were verified in DQA Step 4.

NOTES FOR COMPLETION OF TABLE 5-1:

Selection column -- Select only one of the nine rows in this column, corresponding to the statistical hypothesis test chosen in DQA Step 3, and whose assumptions were verified in DQA Step 4.  The names of the statistical hypothesis tests are found in column 2 of this table.

Selected Statistical Hypothesis Test column -- This column lists the possible statistical hypothesis tests.  One of these tests corresponds to the test selected by the user in DQA Step 3; the assumptions for this test were verified in DQA Step 4.

Type of Evaluation column -- This column has two possible values that describe the type of evaluation being performed by the statistical hypothesis test.  For tests that compare a parameter against a fixed threshold (rows 1 through 4), “Comparison Against Threshold” appears.  For tests that compare a parameter value from two different populations (rows 5 through 9), “Comparison of Two Populations” appears.

Follow-Up column -- This column provides information on where the user should proceed after making his/her selection in column 1.  If the One-Sample Proportion Test is selected, the user proceeds to Section 5.2.1.1.  If the One-Sample t‑Test is selected, the user proceeds to Section 5.2.1.2.  If the Wilcoxon Signed Rank Test is selected, the user proceeds to Section 5.2.1.3.  If the large sample approximation to the Wilcoxon Signed Rank Test is selected, the user proceeds to Section 5.2.1.4.  If the Two-Sample Proportion Test is selected, the user proceeds to Section 5.2.2.1.  If Student’s Two-Sample t‑Test is selected, the user proceeds to Section 5.2.2.2.  If Satterthwaite’s Two-Sample t‑Test is selected, the user proceeds to Section 5.2.2.3.  If the Wilcoxon Rank Sum Test is selected, the user proceeds to Section 5.2.2.4.  If the large sample approximation to the Wilcoxon Rank Sum Test is selected, the user proceeds to Section 5.2.2.5.

5.2
Statistical Hypothesis Testing

This section presents the structure for performing the statistical hypothesis tests.  Definitions for common expressions used in the statistical hypothesis tests are presented earlier in this section.

5.2.1
Comparison Against a Fixed Threshold
This section presents the results from the execution of the selected statistical hypothesis test when comparison is made against a fixed threshold value.

5.2.1.1  One-Sample Proportion Test.  The information below was used in the process of performing the One‑Sample Proportion Test.  Note that since this test concerns proportions (or percentages), an implied assumption for using this test is that there is a large sample size; see b) and c) below.

a)
The user shall state the null (H0) and alternative hypothesis (H1) and provide the values of alpha, beta, and the threshold value (P0).

The null hypothesis and alternative hypothesis must be stated in terms of the fixed threshold level and the proportion/percentile of interest.  An example of a null hypothesis is “H0.”  The true population proportion of concentrations that are greater than the 10 ppm action level is < 5%.  If mathematical symbols are used in the statement of the null and alternative hypotheses, the user must define these mathematical symbols.  For example, H0: P < 5%, where P = the true population proportion of concentrations greater than the 10 ppm action limit.

For the One‑Sample Proportion Test, there are two types of null hypotheses that are considered.  “Case 1” and “Case 2” will serve as the designations for these hypotheses.  The null hypotheses are defined as follows:

Case 1 is H0: P < P0, where P is the true population proportion and P0 is the proportion value (between 0 and 1) that is being evaluated in the null hypothesis.

Case 2 is H0: P > P0, where P is the true population proportion and P0 is the proportion value (between 0 and 1) that is being evaluated in the null hypothesis.

The user must provide the values for alpha and beta.  Both alpha and beta are presented in DQA Step 1, but must also be presented in this section to assist the user in the execution of the statistical hypothesis test.

P0 is the designation for the value of interest for the proportion or percentile.  Most likely this value appears in the null and alternative hypotheses for the One‑Sample Proportion Test.  For example, a value of 0.95 could appear in the null and alternative hypothesis; consequently P0 = 0.95.  The user must specify the value for P0.

b)
Indicate values for the parameters n and p.

The parameter n is the total number of sample results available for analysis.

The parameter p is the sample estimate of the proportion of values exhibiting the characteristic of interest and is calculated as p = (number of items with the characteristic)/n.
c)
Calculate n x p and n x (1-p).  Then determine if n x p and n x (1‑p) are both greater than 5.

(n x p) will be total number of items exhibiting the characteristic of interest.

n x (1-p) = will be total number of items that do not exhibit the characteristic of interest.

The user must indicate if (n x p) (that is, the total number of items exhibiting the characteristic of interest) and [n x (1‑p)] (i.e., the total number of items that do not exhibit the characteristic of interest) are both at least 5.  If not, then the user should not proceed before discussing this situation with a statistician.  If the answer is at least 5 for both calculations, then the user proceeds with the One‑Sample Proportion Test.

d)
Calculate the value of Z.

Z is a calculated value, based on the sample data available, and is the “test statistic” for the One‑Sample Proportion Test.  It will be compared against a “critical value” to determine if the null hypothesis can be rejected or not.  The user shall calculate Z as

For Case 1, Z = [p – 0.5/n – P0]/[SQRT(P0(1 – P0)/n)], where SQRT is the square root.

For Case 2, Z = [p + 0.5/n – P0]/[SQRT(P0(1 – P0)/n)], where SQRT is the square root.

e)
Find the critical value, Z(1 – alpha).

Z(1 – alpha) is a table value, found in most statistics textbooks (this table is usually referred to as a Z table or a table of the standard normal distribution).  This value will serve as the “critical value” and will be compared against the “test statistic”  (Z, as calculated above) for the One-Sample Proportion Test.  The value of Z(1 ‑ alpha) is a function of the value of alpha.  A commonly used value of 0.05 for alpha results in a table value of Z(1 ‑ alpha) = 1.645.  In this example, the area under the standard normal curve to the right of 1.645 is 0.05, and the area under the standard normal curve to the left of 1.645 is (1 – alpha) = 0.95.

If assistance is needed in obtaining the critical value, the user should consult with a statistician or someone familiar with using this type of table.  The EPA QA/G‑9 document has a copy of this table (see the footnote and last row of Table A‑1 in Appendix A).  The user shall provide the value for the critical value Z(1 ‑ alpha).

f)
Compare the calculated Z with the critical value, Z(1 ‑ alpha).  Is there evidence to reject H0?

For Case 1:  If Z > Z(1 ‑ alpha), then there is evidence to reject H0  (check “Yes”; otherwise check “No”).

For Case 2:  If Z < - Z(1 ‑ alpha), then there is evidence to reject H0  (check “Yes”; otherwise check “No”).
g) Evaluate the power of the test by calculating the sample size (m), which achieves the DQOs.

The sample size used in the calculations above is n.  To evaluate whether n is sufficiently large enough to satisfy the false-negative error rate (beta), the user must calculate the sample size that meets these error rates.  This calculated sample size is designated as m.  The user must then compare n with m to see if the false-negative error rate has been met.  The formula for m is:

m = [(Z(1 – alpha) (SQRT(P0 (1 - P0))) + Z(1 – beta) (SQRT(P1 (1 - P1)))) / (P1 – P0)]2,

where:
SQRT 
=
square root


P1 
=
level at which the false-negative error rate has been specified, and alpha, beta, and P0 are as previously defined.

After rounding m up to the next highest integer, the user shall answer the question:  Is m < n? 

If “Yes,” then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

If “No,” then the false-negative error rate has not been satisfied (i.e., there were not enough samples taken).

h)
Four results and conclusions are possible.  The four possible conclusions are shown below.

1)
Case 1:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true proportion is > P0.

Case 2:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true proportion is < P0.

2)
Case 1:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true proportion is > P0, but the conclusions are uncertain because the sample size used was too small.

Case 2:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true proportion is < P0, but the conclusions are uncertain because the sample size used was too small.

3)
Case 1:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the proportion is < P0.

Case 2:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the proportion is > P0.

4)
Case 1:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the proportion is < P0, but the conclusions are uncertain because the sample size used was too small.

Case 2:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the proportion is > P0, but the conclusions are uncertain because the sample size used was too small.

The user shall state the final result and conclusion in terms as shown above (i.e., one of the four conclusions listed above), supplying the actual value for P0.  Also, the user shall state the implications of these results and conclusions (e.g., no remediation is required).

5.2.1.2  One-Sample t-Test.  The information below was used in the process of performing the One-Sample t-Test, a statistical hypothesis test that evaluates the null hypothesis that compares a population mean with a fixed threshold value.

a)
The user shall state the null (H0) and alternative hypothesis (H1) and provide the values of alpha, beta, and the threshold value (C).

The null hypothesis and alternative hypothesis must be stated in terms of the population mean and the fixed threshold level.  An example of a null hypothesis is “H0:  The true population mean concentration is < 10 ppm.”  If mathematical symbols are used in the statement of the null and alternative hypotheses, the user must define these mathematical symbols.  For example, H0:   < 10, where  = the true population mean concentration.

For the One-Sample t-Test, there are two types of null hypotheses that are considered.  “Case 1” and “Case 2” will serve as the designations for these hypotheses.  They are defined as follows:

Case 1 is H0:   < C, where  is the true population mean and C is the threshold that is being evaluated in the null hypothesis.

Case 2 is H0:   > C, where  is the true population mean and C is the threshold that is being evaluated in the null hypothesis.

The user must provide the values for alpha and beta.  Both alpha and beta are presented in DQA Step 1, but must also be presented in this section in order to assist the user in the execution of the statistical hypothesis test.

b)
State the type of sampling design and proceed as directed (mark one):

If the sampling design is simple random sampling or systematic random sampling (with or without compositing), then the user should choose the first option and proceed to Section 5.2.1.2.1.  A simple random sampling design is one in which every possible sampling unit has an equal chance of being selected.  Compositing involves the combining of samples in close proximity to one another, prior to the analysis of the samples; this method is commonly performed to reduce cost and variability in the results.

If the sampling design is stratified random sampling (with or without compositing), then the user should choose the second option and proceed to Section 5.2.1.2.2.  A stratified random sampling design is one in which the site or process is divided into two or more distinct (non-overlapping) groupings, known as strata.  Sampling units are defined for each stratum and separate random sampling schemes are employed for each stratum.  Compositing (as defined in the previous paragraph) may also take place within the strata.

If a sampling design other than simple random sampling or stratified random sampling is employed, the user should choose the third option (Other) and consult with a statistician before proceeding.

5.2.1.2.1  One-Sample t-Test for simple and systematic random sampling.  This section presents information used in performing the One-Sample t‑Test for simple and systematic random sampling (with or without compositing).

a)
Calculate the sample mean (designated as “xbar”) and the sample standard deviation (designated as “s”) using the following formulas:

xbar = (sum of Xi values)/n

where:
Xi =  designates the individual data values

n  =   total number of usable data values available for analysis.

s = SQRT[((sum of the Xi2 values) – (sum of the Xi values)2/n)/(n –1)]

where:
SQRT
=
the square root symbol

Xi 
=
designates the individual data values

n
=
total number of usable data values available for analysis.

b)
Find the critical value, t(1 ‑ alpha).

The critical value t(1 – alpha) is a table value, found in most statistics textbooks (usually referred to as a t-table or Student’s t‑table).  This value will serve as the “critical value” and will be compared against the “test statistic” (t, as calculated below in step c) for the One-Sample t‑Test.  The value of t(1 – alpha)  is a function of the sample size (n) and the value of alpha.

The user should find the t(1 – alpha) value on the table by looking on the row corresponding to (n – 1) degrees of freedom and under the column corresponding to the (1 – alpha) level.  For example, for a sample size of 10 and alpha level of 0.05, the degrees of freedom is (n – 1) = 9 and the (1 – alpha) level is (1 – 0.05) = 0.95; the tabled value for t(1 – alpha) in this case is 1.833.

If assistance is needed in obtaining the critical value, the user should consult with a statistician or someone familiar with using this type of table.  The EPA QA/G‑9 document has a copy of this table (see Table A‑1 in Appendix A).  The user shall provide the value for the critical value t(1 – alpha).

c)
Calculate the sample value for t.

The sample value t is a calculated value, based on the sample data available, and is the “test statistic” for the One-Sample t‑Test.  It will be compared against the “critical value” to determine if the null hypothesis can be rejected or not.  The user shall calculate t as:

t = [(xbar – C)]/[s/SQRT(n)].

d)
Compare the calculated t with the critical value, t(1 – alpha).  Is there evidence to reject H0?

For Case 1:  If t > t(1 – alpha), then there is evidence to reject H0 (check “Yes”; otherwise check “No”).

For Case 2:  If t < - t(1 – alpha), then there is evidence to reject H0 (check “Yes”; otherwise check “No”).

e)
Evaluate the power of the test by calculating the sample size (m), which achieves the DQOs.

The sample size used in the calculations above is n.  To evaluate whether n is sufficiently large enough to satisfy the false-negative error rate (beta) at the specified level 1, the user must calculate the sample size that meets these error rates.  This calculated sample size is designated as m.  The user must then compare n with m in order to see if the false-negative error rate has been met. The formula for m is:

m = [s2 (Z(1 – alpha) + Z(1 – beta) )2 / (1 - C)2 ] + 0.5 (Z(1 – alpha))2
After rounding m up to the next highest integer, the user shall answer the question:  Is m < n? 

If “Yes”, then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

If “No,” then the false-negative error rate has not been satisfied (i.e., there were not enough samples taken).

f)
Four results and conclusions are possible.  The four possible conclusions are shown below.

1)
Case 1:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean is > C.


Case 2:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean is < C.

2)
Case 1:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean is > C, but the conclusions are uncertain because the sample size used was too small.


Case 2:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean is < C, but the conclusions are uncertain because the sample size used was too small.

3)
Case 1:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean is < C.


Case 2:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean is > C.

4)
Case 1:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean is < C, but the conclusions are uncertain because the sample size used was too small.


Case 2:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean is > C, but the conclusions are uncertain because the sample size used was too small.

The user shall state the final result and conclusion in terms as shown above (i.e., one of the four conclusions listed above), supplying the actual value for C.  Also, the user shall state the implications of these results and conclusions (e.g., no remediation is required).

5.2.1.2.2  One-Sample t-Test for stratified random sampling.  This section presents information used in performing the One-Sample t‑Test for stratified random sampling (with or without compositing).

a)
State the number of strata, h:

The parameter h is the number of strata, or groupings, where sampling has taken place. The user shall provide the value for h.
b)
Calculate the stratum weights, W1, W2, …Wh for all strata.  Space has been provided for weights for up to three strata; if more than three strata are available, note that weights must be calculated and shown for all strata.

A weight shall be calculated for each stratum (with each weight designated as W and subscripted numerically).  The weights are the proportion of the volume for the given stratum divided by the total volume across all strata.  The weights should be a number between 0 and 1 and when all weights are added together, they should total 1.  The weight for stratum 1 is calculated as:

W1 = V1 / (sum of all Vi)

where:
Vi 
=
surface area of stratum i (e.g., stratum 1) multiplied by the depth of sampling in stratum i.

The user shall calculate weights for all other strata in the same manner.
c)
Calculate and list the sample stratum mean (designated below as mean1, mean2, etc.) and sample stratum standard error (designated below as stderr1, stderr2, etc.) for all strata.  Space has been provided for up to three strata; if more than three strata are available, note that the means and standard errors must be calculated and shown for all strata (not just the first three strata).

The sample stratum mean is the sample mean calculated from the data within that particular stratum.  Likewise, the sample stratum standard error is the sample standard error calculated from the data within that particular stratum.

Use the following general formulas for calculating the sample stratum means and sample stratum standard errors:

meani = (sum of the Xj from stratum i) / ni
where:
Xj = jth individual data point from stratum i


ni = total number of data points in stratum i.

stderri = [sum of (Xj - meani)2 ] / (ni – 1)

where:
Xj 
= jth individual data point from stratum i



meani 
= mean from the ith stratum



ni 
= total number of data points in stratum i.

The user shall calculate the sample stratum means and sample stratum standard errors for all strata.

d)
Calculate the overall mean and variance.

These calculations are based on the weights, means, and standard errors calculated above.  The user shall calculate these as follows.

XbarST = sum of [(Wi)(meani)] 

where:
XbarST 
= overall mean

Wi 
= weight for stratum i

meani 
= mean for stratum i.

(sST)2 = sum of [(Wi)2 (stderri) / ni]

where:
(sST)2 
= overall variance


Wi 
= weight for stratum i


stderri 
= sample stratum standard error for stratum i


ni 
= total number of data points in stratum i.

The user shall calculate the overall mean and overall variance.

e)
Calculate the degrees of freedom (dof).

The degrees of freedom will be used in the determination of the critical value for this statistical hypothesis test and is calculated as follows:

dof = [(sST)2]2 / [sum of (  (Wi4) (stderri2) / (ni2(ni - 1))  )]

where:
(sST)2 
= overall variance

Wi 
= weight for stratum i

stderri 
= sample stratum standard error for stratum i

ni = 
total number of data points in stratum i.

The user shall calculate the degrees of freedom.

f)
Find the critical value t(l – alpha).

The critical value t(1 – alpha) is a table value, found in most statistics textbooks (usually referred to as a t‑table or Student’s t‑table).  This value will serve as the “critical value” and will be compared against the “test statistic” (t, as calculated below in step g) for the One-Sample t‑Test.  The value of t(1 – alpha)  is a function of the degrees of freedom (dof, calculated above) and the value of alpha.

After rounding the degrees of freedom (calculated above) to the next highest integer, the user should find the t(1 – alpha) value on the table by looking on the row corresponding to (n – 1) degrees of freedom and under the column corresponding to the (1 – alpha) level.  For example, for a calculated dof of 8.2 and alpha level of 0.05, the degrees of freedom is rounded up to 9 and the (1 ‑ alpha) level is (1 ‑ 0.05) = 0.95; the tabled value for t(1 – alpha) in this case is 1.833.  If assistance is needed in obtaining the critical value, the user should consult with a statistician or someone familiar with using this type of table.  The EPA QA/G-9 document has a copy of this table (see Table A‑1 in Appendix A). The user shall provide the value for the critical value t1 – alpha).

g)
Calculate the sample value of t.

The sample value t is a calculated value, based on the sample data available, and is the “test statistic” for the One-Sample t‑Test.  It will be compared against the “critical value” to determine if the null hypothesis can be rejected or not.  The user shall calculate t as:

t = [(xbarST – C)]/[SQRT(sST2)]

where all terms have been defined above.

h)
Compare the calculated t with the critical value, t(1 – alpha).  Is there evidence to reject H0?

For Case 1:  If t > t(1 – alpha)   then there is evidence to reject H0  (check “Yes”; otherwise check “No”).

For Case 2:  If t < - t(1 – alpha)   then there is evidence to reject H0  (check “Yes”; otherwise check “No”).

i)
Evaluate the power of the test by calculating the sample size (m), which achieves the DQOs.

The sample size used in the calculations above is n.  To evaluate whether n is sufficiently large enough to satisfy the false-positive error rate (alpha) and the false-negative error rate (beta) at the specified level 1, the user must calculate the sample size that does indeed meet this criterion.  This calculated sample size is designated as m.  The user must then compare n with m in order to see if the false-negative error rate has been met.  The formula for m is:

m = [sST2 (Z(1 – alpha) + Z(1 – beta) )2 / (1 - C)2 ] + 0.5 (Z(1 – alpha))2
After rounding m up to the next highest integer, the user shall answer the question:  Is m < n?

If “Yes,” then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

If “No,” then the false-negative error rate has not been satisfied (i.e., there were not enough samples taken).

j)
Four results and conclusions are possible.  The four possible conclusions are shown below.

1)
Case 1:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean is > C.


Case 2:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean is < C.

2)
Case 1:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean is > C, but the conclusions are uncertain because the sample size used was too small.


Case 2:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean is < C, but the conclusions are uncertain because the sample size used was too small.

3)
Case 1:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean is < C.


Case 2:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean is > C.

4)
Case 1:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean is < C, but the conclusions are uncertain because the sample size used was too small.


Case 2:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean is > C, but the conclusions are uncertain because the sample size used was too small.

The user shall state the final result and conclusion in terms as shown above (i.e., one of the four conclusions listed above), supplying the actual value for C.  Also, the user shall state the implications of these results and conclusions (e.g., no remediation is required).

5.2.1.3  Wilcoxon Signed Rank Test.  The information below was used in the process of performing the Wilcoxon Signed Rank Test, a statistical hypothesis test that evaluates the null hypothesis that compares a population mean or median with a fixed threshold value.

a)
The user shall state the null (H0) and alternative hypothesis (H1) and provide the values of alpha, beta, n, and the threshold value (C).

The null hypothesis and alternative hypothesis must be stated in terms of the population mean or median and the fixed threshold level.  An example of a null hypothesis is “H0:  The true population mean concentration is < 10 ppm.”  If mathematical symbols are used in the statement of the null and alternative hypotheses, the user must define these mathematical symbols.  For example, H0:  < 10, where  = the true population mean concentration.

For the Wilcoxon Signed Rank Test, there are two types of null hypotheses that are considered.  “Case 1” and “Case 2” will serve as the designations for these hypotheses.  They are defined as follows:

Case 1 is H0:  < C, where  is the true population mean (or median) and C is the threshold that is being evaluated in the null hypothesis.

Case 2 is H0:  > C, where  is the true population mean (or median) and C is the threshold that is being evaluated in the null hypothesis.

The user must provide the values for alpha and beta.  Both alpha and beta are presented in DQA Step 1 but must also be presented in this section to assist the user in the execution of the statistical hypothesis test.

The parameter n is the total number of usable sample results available for analysis. The user should note that n must be < 20 for the Wilcoxon Signed Rank Test to be performed.

NOTE:  A “table” consisting of several rows of information for each individual data point (where each data point constitutes a column in the table) will be formulated from instructions found within steps b) through e) below.  Instructions on formulating a particular row in the table are contained within a given step.  In particular, step b) contains instructions for the first two rows in the table, step c) contains instructions for the third row, step d) contains instructions for the fourth and fifth rows, and step e) contains instructions for the sixth row of the table.

The user is urged to understand steps b) through e) before filling in this table.  It is suggested to order the values in the table based on the ranks of the absolute deviations [see step d) below].

b)
If possible, assign values to any measurements designated as “< DL” where DL is the detection limit.  If this is not possible, then assign the value of one-half DL to each of these non-detected values.

For data commonly known as “non-detected” data or “< values” a method of assigning surrogate values to this data is suggested. If no defensible method for assigning surrogate values can be used and the data are of the type “< DL” where DL is the detection limit, then assign the value of one-half DL to each of these non-detected values.

List the values of the original n data points in the first row of the table after step e); this first row is labeled “Original X” in the table.

List the actual values used (i.e., surrogate assignments) in row 2 of the table; this second row is labeled “Assigned X” in the table.

Only provide values for as many data points as are available for analysis (e.g., if there are 10 data points available, then only provide values for X1, X2, … X10).  At this point in the process, only the first two rows of the table should be complete.

c)
Subtract the threshold value of C from each of the assigned data values to obtain dI = XI ‑ C.

NOTE:  If any of the calculated deviations are zero (i.e., when Xi = C), then do not include these data points in future steps.

List all of the non-zero values of di in the third row of the table after step e) below.  That is, only provide values for as many deviations as are available for analysis (e.g., if there are 10 data points available and one of these has the same value as C, then  only provide values for nine of the di values in the table).

d)
Assign ranks of 1 to n based on the ordering of the absolute value of the deviations, from the smallest absolute deviation to the largest absolute deviation.  For example, the deviation with the smallest absolute value should be assigned the rank of 1, the deviation with the second smallest absolute value should be assigned the rank of 2, etc.

List the absolute deviations (the absolute value of the di values) and the ranks of the absolute deviations on rows 4 and 5, respectively, in the table after step e).

Absolute deviations are the absolute value of the di values.  For example, if the deviation for data point 1 (d1) is 1.5, then the absolute deviation for data point 1 (|d1|) is 1.5.  If the deviation for data point 1 (d1) is -1.5, then the absolute deviation for data point 1 (|d1|) is 1.5.

The ranks of the absolute deviations are assigned from 1 to n, with 1 assigned to the data point having the smallest absolute deviation, 2 assigned to the data point having the second smallest absolute deviation, etc.

NOTE:  In the event there are ties (two or more deviations with the same absolute value), then assign the average of the ranks that would otherwise have been assigned to the tied observation.  For example, suppose there are two absolute deviations with the same value.  Suppose also that these two absolute deviations represent the fourth and fifth smallest values (i.e., there are only three smaller absolute deviations smaller than these two deviations).  Then the ranks of these two deviations would be 4.5 (since the average of 4 and 5 is 4.5).

Of course, only values for as many deviations as are available for analysis should be provided (e.g., if there are 10 deviations available, then only provide values for 10 deviations and 10 ranks in the table).

e)
Calculate the signed rank (designated as “s-rank” in the table below) for each data point. The signed rank is the same as the rank if the deviation di is positive; the signed rank is equal to the negative rank if the deviation di is negative.

For example, if d1 is 1.5 and rank1 is 3, then s-rank1 is 3 (the same as rank1 since the “sign” of the deviation d1 is positive).  If d2 is –1.2 and rank2 is 1, then s‑rank2 is –1 (the negative of rank2 since the “sign” of the deviation d2 is negative).

List the signed ranks for the data on the sixth row of the table.  Only provide values for as many deviations as are available for analysis (e.g., if there are 10 deviations available, then only provide values for 10 signed ranks in the table, even though space is provided for up to 19 values).  The first four columns of the “table” (assigned for the first four data points) would have the following form:

Original X1 = 


X2 = 


X3 = 


X4 = 



Assigned X1 = 

X2 = 


X3 = 


X4 = 



d1 = 


d2 = 


d3 = 


d4 = 



|d1| = 


|d2| = 


|d3| = 


|d4| = 



rank1=


rank2 = 

rank3 = 

rank4 = 

s-rank1=

s-rank2 = 

s-rank3 = 

s-rank4 = 

f)
Based on the null hypothesis, calculate the sum of the appropriate group of ranks and designate this sum as R.

Case 1:  R = sum of the ranks that have a positive sign for the signed-rank.  Do not include ranks where the signed-rank is negative.  The ranks should be summed (not the signed-ranks), so that the value for R is positive.

Case 2:  R = sum of the ranks that have a negative sign for the signed-rank.  Do not include ranks where the signed-rank is positive.  The ranks should be summed (not the signed‑ranks), so that the value for R is positive.

g)
Find the critical value, walpha.

The critical value walpha is a table value, found in most statistics textbooks (this table is usually referred to as a table for quantiles for the Wilcoxon Signed Rank Test).  This value will serve as the “critical value” and will be compared against the “test statistic” (R, as calculated above in step f) for the Wilcoxon Signed Rank Test.  The value of walpha is a function of the number of data points available (n) and the value of alpha.

The user should find the walpha value on the table by looking on the row corresponding to a sample size of n and under the column corresponding to the alpha level (designated in the table as walpha).  For example, for a sample size of 10 and alpha level of 0.05, the tabled value for walpha in this case is 11.  If assistance is needed in obtaining the critical value, the user should consult with a statistician or someone familiar with using this type of table.  The EPA QA/G-9 document has a copy of this table (see Table A‑6 in Appendix A).  The user shall provide the value for the critical value walpha.

h)
Compare the calculated value R with the critical value, walpha. Is there evidence to reject H0?

If R > walpha, then there is evidence to reject H0 (answer “Yes” to the question).

If R < walpha, then there is not enough evidence to reject H0 (answer “No” to the question).
i)
Evaluate the power of the test by calculating the sample size (m), which achieves the DQOs.

The sample size used in the calculations above is n.  To evaluate whether n is sufficiently large enough to satisfy the false-positive error rate (alpha) and the false-negative error rate (beta) at the specified level 1, the user must calculate the sample size that does indeed meet this criterion.  This calculated sample size is designated as m.  After a slight adjustment factor applied to m (see below), the user must then compare n with m to see if the false-negative error rate has been met.  The formula for m is:

m = [s2 (Z(1 – alpha) + Z(1 – beta) )2 / (1 - C)2 ] + 0.5 (Z(1 – alpha))2
where:
s2
= the sample variance.

The calculated value for m is then multiplied by 1.16 to account for loss in efficiency and rounded up to the next highest integer.  Then the user shall answer the question:  Is m < n? 

If the answer is “Yes” (i.e., m < n), then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

If the answer is “No” (i.e., m > n), then the false-negative error rate has not been satisfied (i.e., there were not enough samples taken).

j)
Four results and conclusions are possible.  The four possible conclusions are shown below:

1)
Case 1:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean (or median) is > C.


Case 2: H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean (or median) is < C.

2)
Case 1:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean (or median) is > C, but the conclusions are uncertain because the sample size used was too small.


Case 2:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean (or median) is < C, but the conclusions are uncertain because the sample size used was too small.

3)
Case 1:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean (or median) is < C.


Case 2:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean (or median) is > C.

4)
Case 1:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean (or median) is < C, but the conclusions are uncertain because the sample size used was too small.


Case 2:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean (or median) is > C, but the conclusions are uncertain because the sample size used was too small.

The user shall state the final result and conclusion in terms as shown above (i.e., one of the four conclusions listed above), supplying the actual value for C.  Also, the user shall state the implications of these results and conclusions (e.g., no remediation is required).

5.2.1.4  Large Sample Approximation to the Wilcoxon Signed Rank Test.  The information below was used in the process of performing the large sample approximation to the Wilcoxon Signed Rank Test, a statistical hypothesis test that evaluates the null hypothesis that compares a population mean or median with a fixed threshold value.

a)
The user shall state the null (H0) and alternative hypothesis (H1) and provide the values of alpha, beta, n, and the threshold value (C).

the null hypothesis and alternative hypothesis must be stated in terms of the population mean or median and the fixed threshold level.  An example of a null hypothesis is “H0:  The true population mean concentration is < 10 ppm.” If mathematical symbols are used in the statement of the null and alternative hypotheses, the user must define these mathematical symbols.  For example, H0:   < 10, where  = the true population mean concentration.

For the large sample approximation to the Wilcoxon Signed Rank Test, there are two types of null hypotheses that are considered.  “Case 1” and “Case 2” will serve as the designations for these hypotheses.  They are defined as follows:

Case 1 is H0:   < C, where  is the true population mean (or median) and C is the threshold that is being evaluated in the null hypothesis.

Case 2 is H0:   > C, where  is the true population mean (or median) and C is the threshold that is being evaluated in the null hypothesis.

The user must provide the values for alpha and beta.  Both alpha and beta are presented in DQA Step 1, but must also be presented in this section to assist the user in the execution of the statistical hypothesis test.

The parameter n is the total number of usable sample results available for analysis. The user should note that n must be > 20 for the large sample approximation to the Wilcoxon Signed Rank Test to be performed.

NOTE:  A “table” consisting of several rows of information for each individual data point (where each data point constitutes a column in the table) will be formulated from instructions found within steps b) through e) below.  Instructions on formulating a particular row in the table are contained within a given step.  In particular, step b) contains instructions for the first two rows in the table, step c) contains instructions for the third row, step d) contains instructions for the fourth and fifth rows, and step e) contains instructions for the sixth row of the table.

The user is urged to understand steps b) through e) before filling in this table. It is suggested to order the values in the table based on the ranks of the absolute deviations [see step d) below].

b)
If possible, assign values to any measurements designated as “< DL” where DL is the detection limit.  If this is not possible, then assign the value of one‑half DL to each of these non-detected values.  For data commonly known as “non-detected” data or “< values” a method of assigning surrogate values to this data is suggested.  If no defensible method for assigning surrogate values can be used and the data are of the type “< DL” where DL is the detection limit, then assign the value of one‑half DL to each of these non-detected values.

List the values of the original n data points in the first row of the table after step e); this first row is labeled “Original X” in the table.

List the actual values used (i.e., surrogate assignments) in row 2 of the table; this second row is labeled “Assigned X” in the table.

Only provide values for as many data points as are available for analysis (e.g., if there are 30 data points available, then only provide values for X1, X2, … X30).  At this point in the process, only the first two rows of the table should be complete.

c)
Subtract the threshold value of C from each of the assigned data values to obtain dI = Xi ‑ C.

NOTE:  If any of the calculated deviations are zero (i.e., when Xi = C), then do not include these data points in future steps.

List all of the non-zero values of di in the third row of the table after step e) below. That is, only provide values for as many deviations as are available for analysis (e.g., if there are 30 data points available and one of these has the same value as C, then  only provide 29 of the di values in the table).

d) 
Assign ranks of 1 to n based on the ordering of the absolute value of the deviations, from the smallest absolute deviation to the largest absolute deviation.  For example, the deviation with the smallest absolute value should be assigned the rank of 1, the deviation with the second smallest absolute value should be assigned the rank of 2, etc.

List the absolute deviations (the absolute value of the di values) and the ranks of the absolute deviations on rows 4 and 5, respectively, in the table after step e).

Absolute deviations are the absolute value of the di values.  For example, if the deviation for data point 1 (d1) is 1.5, then the absolute deviation for data point 1 (|d1|) is 1.5.  If the deviation for data point 1 (d1) is ‑1.5, then the absolute deviation for data point 1 (|d1|) is 1.5.

The ranks of the absolute deviations are assigned from 1 to n, with 1 assigned to the data point having the smallest absolute deviation, 2 assigned to the data point having the second smallest absolute deviation, etc.

NOTE:  In the event there are ties (two or more deviations with the same absolute value), then assign the average of the ranks that would otherwise have been assigned to the tied observation.  For example, suppose that there are two absolute deviations with the same value.  Suppose also that these two absolute deviations represent the fourth and fifth smallest values (i.e., there are only three smaller absolute deviations smaller than these two deviations).  Then the ranks of these two deviations would be 4.5 (since the average of 4 and 5 is 4.5).

Of course, only values for as many deviations as are available for analysis should be provided (e.g., if there are 30 deviations available, then only provide values for 30 deviations and 30 ranks in the table).

e)
Calculate the signed rank (designated as “s‑rank” in the table below) for each data point.  The signed rank is the same as the rank if the deviation di is positive; the signed rank is equal to the negative rank if the deviation di is negative.

For example, if d1 is 1.5 and rank1 is 3, then s-rank1 is 3 (the same as rank1 since the “sign” of the deviation d1 is positive).  If d2 is –1.2 and rank2 is 1, then s‑rank2 is –1 (the negative of rank2 since the “sign” of the deviation d2 is negative).

List the signed ranks for the data on the sixth row of the table.  Only provide values for as many deviations as are available for analysis (e.g., if there are 30 deviations available, then only provide values for 30 signed ranks in the table).

The first four columns of the “table” (assigned for the first four data points) would have the following form:

Original X1 = 


X2 = 


X3 = 


X4 = 



Assigned X1 = 

X2 = 


X3 = 


X4 = 



d1 = 


d2 = 


d3 = 


d4 = 



|d1| = 


|d2| = 


|d3| = 


|d4| = 



rank1=


rank2 = 

rank3 = 

rank4 = 

s-rank1=

s-rank2 = 

s-rank3 = 

s-rank4 = 

f)
Based on the null hypothesis, calculate the sum of the appropriate group of ranks and designate this sum as R.

Case 1:  R = sum of the ranks that have a positive sign for the signed-rank.  Do not include ranks where the signed-rank is negative.  The ranks should be summed (not the signed-ranks) so the value for R is positive.

Case 2:  R = sum of the ranks that have a negative sign for the signed-rank.  Do not include ranks where the signed-rank is positive.  The ranks should be summed (not the signed-ranks) so the value for R is positive.

g)
Calculate the sample value for z.

The sample value z is a calculated value, based on the sample data available, and is the “test statistic” for the large sample approximation to the Wilcoxon Signed Rank Test.  It will be compared against the “critical value” to determine if the null hypothesis can be rejected or not.  The user shall calculate z as

z = [(R – n(n + 1)/4] / [SQRT(n(n + 1)(2n + 1)/24)]

where:
R is defined above


SQRT is the square root sign


n = sample size (number of data points).

h)
Find the critical value, z(1 – alpha).

The critical value z(1 – alpha) is a table value, found in most statistics textbooks (usually referred to as a Z table or a table of the standard normal distribution).  This value will serve as the “critical value” and will be compared against the “test statistic” (z, as calculated above) for the large sample approximation to the Wilcoxon Signed Rank Test.  The value of Z(1 – alpha)  is a function of the value of alpha.

A commonly used value of 0.05 for alpha results in a table value of Z(1 – alpha) = 1.645.  In this example, the area under the standard normal curve to the right of 1.645 is 0.05 and the area under the standard normal curve to the left of 1.645 is (1 – alpha) = 0.95.

If assistance is needed in obtaining the critical value, the user should consult with a statistician or someone familiar with using this type of table. The EPA QA/G-9 document has a copy of this table (see the footnote and last row of Table A‑1 in Appendix A).  The user shall provide the value for the critical value Z(1 – alpha).

i)
Compare the calculated z with the critical value, Z(1 – alpha).  Is there evidence to reject H0? 

If z > Z(1 – alpha), then there is evidence to reject H0 (answer “Yes” to the question).

If z < Z(1 – alpha), then there is not enough evidence to reject H0 (answer “No” to the question).

j)
Evaluate the power of the test by calculating the sample size (m), which achieves the DQOs.

The sample size used in the calculations above is n.  To evaluate whether n is sufficiently large enough to satisfy the false-positive error rate (alpha) and the false-negative error rate (beta) at the specified level 1, the user must calculate the sample size that meets these error rates.  This calculated sample size is designated as m.  After a slight adjustment factor applied to m (see below), the user must then compare n with m in order to see if the false-negative error rate has been met.   The formula for m is:

m = [s2 (Z(1 – alpha) + Z(1 – beta) )2 / (1 - C)2 ] + 0.5 (Z(1 – alpha))2
where:
s2 
= the sample variance.

The calculated value for m is then multiplied by 1.16 to account for loss in efficiency and rounded up to the next highest integer.  Then the user shall answer the question:  Is m < n?

If the answer is “Yes” (i.e., m < n), then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

If the answer is “No” (i.e., m > n), then the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

k)
Four results and conclusions are possible.  The four possible conclusions are shown below:

1)
Case 1:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean (or median) is > C.

Case 2:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean (or median) is < C.

2)
Case 1:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean (or median) is > C, but the conclusions are uncertain because the sample size used was too small.

Case 2:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean (or median) is < C, but the conclusions are uncertain because the sample size used was too small.

3)
Case 1:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean (or median) is < C.

Case 2:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean (or median) is > C.

4)
Case 1:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean (or median) is < C, but the conclusions are uncertain because the sample size used was too small.

Case 2:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean (or median) is > C, but the conclusions are uncertain because the sample size used was too small.

The user shall state the final result and conclusion in terms as shown above (i.e., one of the four conclusions listed above), supplying the actual value for C.  Also, the user shall state the implications of these results and conclusions (e.g., no remediation is required).

5.2.2
Comparison Against Two Different Populations
This section presents the results from the execution of the selected statistical hypothesis test when a comparison of parameter values from two different populations is made.

5.2.2.1  Two-Sample Proportion Test.  The information below was used in the process of performing the Two-Sample Proportion Test.  Note that since this test concerns proportions (or percentages), an implied assumption for using this test is that there is a large sample size from each population; see steps b) and c) below.  By definition, a proportion is a value between 0 and 1 (e.g., 0.9).

a)
The user shall state the null (H0) and alternative hypothesis (H1) and provide the values of alpha and beta.

The null hypothesis and alternative hypothesis must be stated in terms of hypothesized relationship between the two proportions of interest.  An example of a null hypothesis is “H0:  The true population proportion of concentrations that are greater than the 10 ppm action level at site-1 is < the true population proportion of concentrations that are greater than the 10 ppm action level at site‑2.”  If mathematical symbols are used in the statement of the null and alternative hypotheses, the user must define these mathematical symbols.  For example, H0:  P1 < P2, where P1 = the true population proportion of concentrations > the 10 ppm action limit at site‑1 and P2 = the true population proportion of concentrations > the 10 ppm action limit at site‑2.

For the Two-Sample Proportion Test, there are two types of null hypotheses that are considered.  “Case 1” and “Case 2” will serve as the designations for these hypotheses.  They are defined as follows:

Case 1 is H0:  P1 – P2 < 0, where P1 is the true population proportion from population 1 and P2 is the true population proportion from population 2.  Note that this form of the null hypothesis is equivalent to the form H0:  P1 < P2.

Case 2 is H0:  P1 – P2 > 0, where P1 is the true population proportion from population 1 and P2 is the true population proportion from population 2.  Note that this form of the null hypothesis is equivalent to the form H0:  P1 > P2.

The user must provide the values for alpha and beta.  Both alpha and beta are presented in DQA Step 1, but must also be presented in this section to assist the user in the execution of the statistical hypothesis test.

b)
The user shall provide the values for the sample parameter values designated as m, k1, p1, n, k2, p2, and p.

The parameter m is the total number of usable data points available from the sample from population 1.

The parameter k1 is the number of usable data points available from the sample from population 1 that meet the criteria of interest (e.g., the number exceeding an action level).

The parameter p1 is the proportion of data points available from the sample from population 1 that meet the criteria of interest (e.g., the number exceeding an action level).  By definition, p1 falls between 0 and 1. This parameter is calculated as

p1 = k1/m

The parameter n is the total number of usable data points available from the sample from population 2.

The parameter k2 is the number of usable data points available from the sample from population 2 that meet the criteria of interest (e.g., the number exceeding an action level).

The parameter p2 is the proportion of data points available from the sample from population 2 that meet the criteria of interest (e.g., the number exceeding an action level).  By definition, p2 falls between 0 and 1.  This parameter is calculated as:

p2 = k2/n

The parameter p is the overall or pooled proportion; it represents the proportion of data points available from the samples from both populations that meet the criteria of interest (e.g., the number exceeding an action level).  By definition, p falls between 0 and 1. This parameter is calculated as:

p = (k1+ k2) / (n + m)

The user shall provide values for all seven of these parameters for the Two‑Sample Proportion Test.

c)
Calculate (m x p1) and m x (1-p1), as well as (n x p2) and n x (1-p2).  Then determine if all of these values are greater than 5.

(m x p1) will be the total number of items from population 1 exhibiting the characteristic of interest (e.g., the number of results in population 1 that are larger than an action level).

m x (1-p1) will be the total number of items from population 1 that do not exhibit the characteristic of interest (e.g., the number of results in population 1 that are smaller than an action level).

(n x p2) will be the total number of items from population 2 exhibiting the characteristic of interest (e.g., the number of results in population 2 that are larger than an action level).

n x (1-p2) will be total number of items from population 2 that do not exhibit the characteristic of interest (e.g., the number of results in population 2 that are smaller than an action level).

For population 1, the user must indicate if (m x p1), which is the total number of items from population 1 exhibiting the characteristic of interest, and [m x (1-p1)], which is the total number of items from population 1 that do not exhibit the characteristic of interest, are both at least 5.

Similarly, for population 2, the user must indicate if (n x p2), which is the total number of items from population 2 exhibiting the characteristic of interest, and [n x (1‑p2)], which is the total number of items from population 2 that do not exhibit the characteristic of interest, are both at least 5. 

If any of these four expressions are less than 5, then the user should not proceed before discussing this situation with a statistician.  If the values are at least 5 for all four calculations, then the user proceeds with the Two‑Sample Proportion Test.

d)
Calculate the value of Z.

Z is a calculated value, based on the sample data available, and is the “test statistic” for the Two-Sample Proportion Test.  It will be compared against a “critical value” to determine if the null hypothesis can be rejected or not.  The user shall calculate Z as:

Z = (p1 – p2) / SQRT[p(1 – p)(1/m + 1/n)]

where SQRT is the square root sign and all other parameters are defined above.

e)
Find the critical value, Z(1 – alpha).

Z(1 – alpha) is a table value, found in most statistics textbooks (this table is usually referred to as a Z table or a table of the standard normal distribution).  This value will serve as the “critical value” and will be compared against the “test statistic” (Z, as calculated above) for the Two-Sample Proportion Test.  The value of Z(1 ‑ alpha) is a function of the value of alpha.

A commonly used value of 0.05 for alpha results in a table value of Z(1 – alpha) = 1.645.  In this example, the area under the standard normal curve to the right of 1.645 is 0.05 and the area under the standard normal curve to the left of 1.645 is (1 – alpha) = 0.95.  If assistance is needed in obtaining the critical value, the user should consult with a statistician or someone familiar with using this type of table.  The EPA QA/G-9 document has a copy of this table (see the footnote and last row of Table A‑1 in Appendix A).  The user shall provide the value for the critical value Z(1 – alpha).

f)
Compare the calculated Z with the critical value, Z(1 – alpha).  Is there evidence to reject H0? 

For Case 1:  If Z > Z(1 – alpha) then there is evidence to reject H0  (check “Yes”; otherwise check “No”).

For Case 2:  If Z < - Z(1 – alpha) then there is evidence to reject H0  (check “Yes”; otherwise check “No”).
g)
Evaluate the power of the test by calculating the power of the test or by calculating the sample size (m), which achieves the DQOs. 

The sample sizes used in the calculations above are m and n.  To evaluate whether m and n are sufficiently large enough to satisfy the false-positive and false-negative error rates, the user must calculate the sample size that meets these error rates.  If only one false-negative error rate (beta) has been specified at (P1 – P2) and the user assumes that the true population proportions are equal to the values estimated from the sample, then the calculation of the sample sizes that achieve the DQOs can be made.  These calculated sample sizes are designated as m* and n*.  The user must then compare n with m with m* to see if the false-negative error rate has been met. The formula for m* and n* is:

m* = n* = [2(Z(1 – alpha) + Z(1 – beta))2(PBAR)(1 – PBAR)] / [(P2 - P1)2]


where:
P1 
=
p1

P2 
= 
p2

PBAR 
= 
(P1 + P2) / 2


(P2 - P1) 
= 
the acceptable level of difference in proportions as specified in the DQOs [i.e., the decision maker is willing to accept a false-positive error rate of alpha and a false-negative error rate of beta, when the difference in proportions between the two populations exceeds (P2 - P1)].

Then the user shall determine how large m* is compared to m and n.

If m* is < both m and n, then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

If m* is > both m and n, then the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

If m* is between m and n, then calculate the power of the test, assuming that the true values for the proportions P1 and P2 are those obtained from the samples.  The user may need to use a software package such as DEFT (see EPA G‑4D, 1994) or DataQUEST (EPA G‑9D, 1996), or consult with a statistician to perform this calculation of power.  If the calculated power is < (1 – beta), then the false-negative error rate has not been satisfied.

h)
Four results and conclusions are possible.  The four possible conclusions are shown below:

1)
Case 1:  H0 was rejected, the false-negative error rate was satisfied, and it seems that P1 – P2 > 0.

Case 2:  H0 was rejected, the false-negative error rate was satisfied, and it seems that P1 – P2 < 0.

2)
Case 1:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that P1 – P2 > 0, but the conclusions are uncertain because the sample sizes used were too small.

Case 2:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that P1 – P2 < 0, but the conclusions are uncertain because the sample sizes used were too small.

3)
Case 1:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that P1 – P2 < 0.

Case 2:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that P1 – P2 > 0.

4)
Case 1:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that P1 – P2 < 0, but the conclusions are uncertain because the sample sizes used were too small.

Case 2:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that P1 – P2 > 0, but the conclusions are uncertain because the sample sizes used were too small.

The user shall state the final result and conclusion in terms as shown above (i.e., one of the four conclusions listed above), supplying the actual value for C.  Also, the user shall state the implications of these results and conclusions (e.g., no remediation is required).

5.2.2.2  Student’s Two-Sample t-Test.  The information below was used in the process of performing Student’s Two-Sample t‑Test, a statistical hypothesis test that evaluates the null hypothesis that compares the population means from two different populations when the variances from the two populations are not different.

a)
The user shall state the null (H0) and alternative hypothesis (H1) and provide the values of alpha, beta, and the two sample sizes (m and n).

The null hypothesis and alternative hypothesis must be stated in terms of the two population means and how they relate to each other.  An example of a null hypothesis is “H0:  The true mean concentration from population 1 is < the true mean concentration from population 2.”  If mathematical symbols are used in the statement of the null and alternative hypotheses, the user must define these mathematical symbols.  For example, H0:   <, where  = the true mean concentration from population 1 and  = the true mean concentration from population 2.

For Student’s Two-Sample t‑Test, there are two types of null hypotheses that are considered.  “Case 1” and “Case 2” will serve as the designations for these hypotheses.  They are defined as follows:

Case 1 is H0:   <0, where  is the true mean for population 1,  is the true mean for population 2, and 0 is the specified difference between the two means that is being evaluated in the null hypothesis.  Note that this form of the null hypothesis is equivalent to the form H0: 0  + 
Case 2 is H0:   >0, where  is the true mean for population 1,  is the true mean for population 2, and 0 is the specified difference between the two means that is being evaluated in the null hypothesis.  Note that this form of the null hypothesis is equivalent to the form H0: 0  + 
The user must provide the values for alpha and beta.  Both alpha and beta are presented in DQA Step 1, but must also be presented in this section to assist the user in the execution of the statistical hypothesis test.

The parameter m is the total number of usable data points available from the sample from population 1.

The parameter n is the total number of usable data points available from the sample from population 2.

b)
Calculate the sample mean (designated as “xbar”) and the sample variance (designated as “sx2”) from population 1 and the sample mean (designated as “ybar”) and the sample variance (designated as “sy2”) from population 2, using the following formulas:

xbar = (sum of Xi values) / m

where:
Xi 
=
designates the individual data values from population 1


m
=
total number of usable data values available for analysis from population 1.

sx2 = [((sum of the Xi2 values) – (sum of the Xi values)2 / m)] / [(m –1)]

where:
Xi 
=
designates the individual data values from population 1


m
=
total number of usable data values available for analysis from population 1.

ybar = (sum of Yi values) / n

where:
Yi
=
designates the individual data values from population 2


n 
= 
total number of usable data values available for analysis from population 2.

sy2 = [((sum of the Yi2 values) – (sum of the Yi values)2 / n)] / [(n –1)]

where:
Yi 
=
designates the individual data values from population 2


n 
=
total number of usable data values available for analysis from population 2.

c)
Calculate the pooled standard deviation, designated as “sE” using the following formula:

sE = SQRT([(m – 1)( sx2) + (n – 1)( sy2)] / [(m – 1) + (n – 1)])

where SQRT = square root sign and all other parameters are defined above.

d)
Calculate the sample value for t.

The sample value t is a calculated value, based on the sample data available, and is the “test statistic” for Student’s Two-Sample t-Test. It will be compared against the “critical value” in order to determine if the null hypothesis can be rejected or not. The user shall calculate t as

t = [(xbar – ybar - delta)]/[sE(SQRT(1/m + 1/n))]


where SQRT = square root sign and all other parameters are defined above.

e)
Find the critical value, t(1-alpha).

The critical value t(1 – alpha) is a table value, found in most statistics textbooks (this table is usually referred to as a t-table or Student’s t-table).  This value will serve as the “critical value” and will be compared against the “test statistic” (t, as calculated above in step d) for Student’s Two-Sample t-Test.  The value of t(1 ‑ alpha) is a function of the degrees of freedom (here, dof = n + m - 2) and the value of alpha.

The user should find the t(1 – alpha) value on the table by looking on the row corresponding to (m + n – 2) degrees of freedom and under the column corresponding to the (1 – alpha) level.  For example, for sample sizes of m = 10 and n = 12 and an alpha level of 0.05, the degrees of freedom is (m + n – 2) = (10 + 12 –2) = 20 and the (1 – alpha) level is (1 – 0.05) = 0.95; the tabled value for t(1 – alpha) in this case is 1.725.

If assistance is needed in obtaining the critical value, the user should consult with a statistician or someone familiar with using this type of table.  The EPA QA/G-9 document has a copy of this table (see Table A‑1 in Appendix A).  The user shall provide the value for the critical value t1 – alpha).

f)
Compare the calculated t with the critical value, t(1 – alpha).  Is there evidence to reject H0?

For Case 1:  If t > t(1 – alpha) then there is evidence to reject H0 (check “Yes”; otherwise check “No”).

For Case 2:  If t < - t(1 – alpha) then there is evidence to reject H0 (check “Yes”; otherwise check “No”).

g)
Evaluate the power of the test by calculating the sample size (m*), which achieves the DQOs.

The sample sizes used in the calculations above are m and n.  To evaluate whether m and n are sufficiently large enough to satisfy the false-positive and false-negative error rates, the user must calculate the sample size that meets these error rates.  If only one false-negative error rate (beta) has been specified at 1 and the user assumes that the true mean and standard deviation are equal to the values estimated from the samples, then the calculation of the sample sizes that achieve the DQOs can be made.  These calculated sample sizes are designated as m* and n*. The user must then compare n with m with m* to see if the false-negative error rate has been met. The formula for m* and n* is:

m* = n* = [2s2(Z(1 – alpha) + Z(1 – beta))2] / [(1  - 0)2] + (0.25)( Z(1 – alpha))2

where:
s2
=
variance (estimated by sE2)


(1  - 0) 
=
the acceptable level of difference in means as specified in the DQOs [i.e., the decision maker is willing to accept a false-positive error rate of alpha and a false-negative error rate of beta, when the difference in means between the two populations exceeds (1  - 0)].

Then the user shall determine how large m* is compared to m and n.

If m* is < both m and n, then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

For all other cases the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

To calculate the power of the test, assume that the true values for the mean and standard deviation are those obtained from the samples.  The user may need to use a software package such as DEFT (see EPA G-4D, 1994) or DataQUEST (EPA G-9D, 1996), or consult with a statistician in order to generate the power curve of Student’s Two-Sample t-Test.

h)
Four results and conclusions are possible. The four possible conclusions are shown below.

1)
Case 1:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean difference is > 0.

Case 2:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean difference is < 0.

2)
Case 1:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean difference is > 0, but the conclusions are uncertain because the sample sizes used were too small.

Case 2:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean difference is < 0, but the conclusions are uncertain because the sample sizes used were too small.

3)
Case 1:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean difference is < 0.

Case 2:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean difference is > 0.

4)
Case 1:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean difference is < 0, but the conclusions are uncertain because the sample sizes used were too small.

Case 2:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean difference is > 0, but the conclusions are uncertain because the sample sizes used were too small.

The user shall state the final result and conclusion in terms as shown above (i.e., one of the four conclusions listed above), supplying the actual value for0.  Also, the user shall state the implications of these results and conclusions (e.g., no remediation is required).

5.2.2.3  Satterthwaite’s Two-Sample t-Test.  The information below was used in the process of performing Satterthwaite’s Two-Sample t-Test, a statistical hypothesis test that evaluates the null hypothesis that compares the population means from two different populations when the variances from the two populations are different.

a)
The user shall state the null (H0) and alternative hypothesis (H1) and provide the values of alpha, beta, and the two sample sizes (m and n).

The null hypothesis and alternative hypothesis must be stated in terms of the two population means and how they relate to each other.  An example of a null hypothesis is “H0:  The true mean concentration from population 1 is < the true mean concentration from population 2.”  If mathematical symbols are used in the statement of the null and alternative hypotheses, the user must define these mathematical symbols.  For example, H0:  <, where  = the true mean concentration from population 1 and  = the true mean concentration from population 2.

For Satterthwaite’s Two-Sample t‑Test, there are two types of null hypotheses that are considered.  “Case 1” and “Case 2” will serve as the designations for these hypotheses.  They are defined as follows:

Case 1 is H0:   <0, where  is the true mean for population 1,  is the true mean for population 2, and 0 is the specified difference between the two means that is being evaluated in the null hypothesis.  Note that this form of the null hypothesis is equivalent to the form H0: 0  + 
Case 2 is H0:   >0, where  is the true mean for population 1,  is the true mean for population 2, and 0 is the specified difference between the two means that is being evaluated in the null hypothesis.  Note that this form of the null hypothesis is equivalent to the form H0: 0  + 
The user must provide the values for alpha and beta.  Both alpha and beta are presented in DQA Step 1 but must also be presented in this section to assist the user in the execution of the statistical hypothesis test.

The parameter m is the total number of usable data points available from the sample from population 1.

The parameter n is the total number of usable data points available from the sample from population 2.

b)
Calculate the sample mean (designated as “xbar”) and the sample variance (designated as “sx2”) from population 1 and the sample mean (designated as “ybar”) and the sample variance (designated as “sy2”) from population 2, using the following formulas:

xbar = (sum of Xi values) / m

where:
Xi 
= 
designates the individual data values from population 1


m
=
total number of usable data values available for analysis from population 1.

sx2 = [((sum of the Xi2 values) – (sum of the Xi values)2 / m)] / [(m –1)]

where:
Xi
=
designates the individual data values from population 1


m
=
total number of usable data values available for analysis from population 1.

ybar = (sum of Yi values) / n

where:
Yi 
=
designates the individual data values from population 2


n
=
total number of usable data values available for analysis from population 2.

sy2 = [((sum of the Yi2 values) – (sum of the Yi values)2 / n)] / [(n –1)]

where:
Yi
=
designates the individual data values from population 2


n
=
total number of usable data values available for analysis from population 2.

c)
Calculate the standard deviation (designated as “sNE”) assuming that the variances from the two populations are not equal (NE) using the following formula:

sNE = SQRT([( sx2)/m] + [( sy2)/n])


where:
SQRT =
square root sign and all other parameters are defined above.

d)
Calculate the sample value for t.

The sample value t is a calculated value, based on the sample data available, and is the “test statistic” for Satterthwaite’s Two-Sample t-Test.  It will be compared against the “critical value” in order to determine if the null hypothesis can be rejected or not.  The user shall calculate t as:

t = [(xbar – ybar – 0)] / sNE.

e)
Calculate the degrees of freedom (designated as “f”) using the following formula:

f =  [( sx2)/m + ( sy2)/n]2 / [(sx4/(m2)(m – 1) + (sy4/(n2)(n – 1) ].

In the calculation of f, the user should note that sx4 = ( sx2)2  and sy4 = ( sy2)2.

Next, round f down to the nearest integer.  For example, if f = 12.92, then round f down to 12.

f) Find the critical value, t(1 – alpha), based on f degrees of freedom (where f has been rounded down to an integer value).

The critical value t(1 – alpha) is a table value, found in most statistics textbooks (this table is usually referred to as a t-table or Student’s t-table).  This value will serve as the “critical value” and will be compared against the “test statistic” (t, as calculated above in step d) for Satterthwaite’s Two-Sample t-Test.  The value of t(1 – alpha)  is a function of the degrees of freedom and the value of alpha.

The user should find the t(1 – alpha) value on the table by looking on the row corresponding to f degrees of freedom and under the column corresponding to the (1 – alpha) level.  For example, for 20 degrees of freedom and an alpha level of 0.05, the (1 – alpha) level is (1 – 0.05) = 0.95; the tabled value for t(1 ‑ alpha) in this case is 1.725.

If assistance is needed in obtaining the critical value, the user should consult with a statistician or someone familiar with using this type of table.  The EPA QA/G‑9 document has a copy of this table (see Table A‑1 in Appendix A). The user shall provide the value for the critical value t1 – alpha).

f)
Compare the calculated t with the critical value, t(1 – alpha).  Is there evidence to reject H0?

For Case 1:  If t > t(1 – alpha) then there is evidence to reject H0 (check "Yes"; otherwise check "No").

For Case 2:  If t < - t(1 – alpha) then there is evidence to reject H0 (check "Yes; otherwise check "No").

g)
Calculate either the power of the test or the sample size necessary to achieve the false-positive and false-negative error rates.

To calculate the power of the test, assume that the true mean and standard deviation are those obtained in the samples and use a statistical software package to generate the power curve of Satterthwaite’s Two-Sample t-Test.  A simple method to check on statistical power for Satterthwaite’s Two-Sample t‑Test does not exist.
h)
Four results and conclusions are possible. The four possible conclusions are shown below.

1)
Case 1:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean difference is > 0.

Case 2:  H0 was rejected, the false-negative error rate was satisfied, and it seems that the true mean difference is < 0.

2)
Case 1:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean difference is > 0, but the conclusions are uncertain because the sample sizes used were too small.

Case 2:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that the true mean difference is < 0, but the conclusions are uncertain because the sample sizes used were too small.

3)
Case 1:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean difference is < 0.

Case 2:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that the true mean difference is > 0.

4)
Case 1:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean difference is < 0, but the conclusions are uncertain because the sample sizes used were too small.

Case 2:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that the true mean difference is > 0, but the conclusions are uncertain because the sample sizes used were too small.

The user shall state the final result and conclusion in terms as shown above (i.e., one of the four conclusions listed above), supplying the actual value for0.  Also, the user shall state the implications of these results and conclusions (e.g., no remediation is required).

5.2.2.4  Wilcoxon Rank Sum Test.  The information below was used in the process of performing the Wilcoxon Rank Sum Test, a statistical hypothesis test that evaluates the null hypothesis that compares the population means or medians from two different populations.

a)
The user shall state the null (H0) and alternative hypothesis (H1) and provide the values of alpha, beta, m, and n.

The null hypothesis and alternative hypothesis can be stated in general terms about the two populations (e.g., the two populations are the same versus population 1 is to the right of population 2).  These hypotheses can also be stated in terms of the mean (or median) from the two populations and how these means (or medians) are related to each other.  An example of this type of null hypothesis is “H0:  The true mean concentration from population 1 < the true mean concentration from population 2.”  If mathematical symbols are used in the statement of the null and alternative hypotheses, the user must define these mathematical symbols.  For example, H0:   > , where = the true mean concentration from population 1 and = the true mean concentration from population 2.

For the Wilcoxon Rank Sum Test, there are two types of null hypotheses that are considered.  “Case 1” and “Case 2” will serve as the designations for these hypotheses.  They are defined as follows:

Case 1 is H0:  There is no difference in the two populations, with H1:  population 1 is located to the right of population 2.  Note that for the situation where means (or medians) are being evaluated, this alternative hypothesis is equivalent to H1:  > , where  is the true mean (or median) from population 1 and  is the true mean (or median) from population 2. 

Case 2 is H0:  There is no difference in the two populations, with H1: population 2 is located to the right of population 1.  Note that for the situation where means (or medians) are being evaluated, this alternative hypothesis is equivalent to H1:   > , where  is the true mean (or median) from population 1 and  is the true mean (or median) from population 2.

The user must provide the values for alpha and beta.  Both alpha and beta are presented in DQA Step 1 but must also be presented in this section to assist the user in the execution of the statistical hypothesis test.

The parameter m is the total number of usable sample results available for analysis from population 1.

The parameter n is the total number of usable sample results available for analysis from population 2.

The user should note that either m or n must be < 10 for the Wilcoxon Signed Rank Test to be performed.

b)
List and rank the measurements from each population from smallest to largest, keeping track of which population contributed to each measurement.

To accomplish this task, the user is advised to create a “table” of data values, where each column in the table represents an individual data point (so there will be m + n rows) and the three rows are defined as follows.  On the first row insert the actual measurement (data value); on the second row insert the rank for this data value (more instructions on this will follow); and on the third row, designate which population (e.g., 1 or 2) that corresponds to the data value.

For the second row of the table (where ranks are assigned to the data values), a rank of 1 is assigned to the smallest value from among all available measurements, a rank of 2 is assigned to the second smallest, etc.  In the event of “ties” (i.e., more than one data point with the same measurement value), assign the average of the ranks that would otherwise have been assigned to the tied observations.  For example, if the third, fourth, and fifth smallest measurements all have the same measurement value, all three would be assigned a rank of 4 (since the average of 3, 4, and 5 is 4.0).

The user should note that the columns of the table should be ordered smallest data value to largest data value.  The smallest data value from among both populations (and therefore the data value with a rank of 1) should appear in the left-most column, the second smallest data value should appear in column 2, etc.  A critical issue in this process is making sure that the source of the data values (i.e., the population producing the data value) is correct.

An example of how the first ten columns (from the smallest 10 data values) might look is shown below. Note that the measurements are ordered from smallest to largest and that “ties” in measurements are evaluated appropriately.

Measurement:
3.5
5.1
8.3
10
10
12.2
15
20
20
20

Rank:

1
2
3
4.5
4.5
6
7
9
9
9

Population:
1
1
2
2
2
1
2
2
1
1

The user shall complete the table with all (m + n) columns.

c)
Calculate the sum of the ranks (designated as “W”) based on the form of the null and alternative hypotheses.

W will be used in the next step in the calculation of the test statistic for the Wilcoxon Rank Sum Test.  This test statistic will then be used to determine if the null hypothesis can be rejected.

For Case 1 [where the alternative hypothesis (H1) is of the type where population 1 is located to the right of population 2]:  calculate W as the sum of the ranks of data from population 2.  That is, from the table created in step b) above, add the ranks (from row 2) together, but only for those records where row 3 indicates the measurement is from population 2.

For Case 1, W = Sum of population 2 ranks.

For Case 2 [where the alternative hypothesis (H1) is of the type where population 2 is located to the right of population 1]:  calculate W as the sum of the ranks of data from population 1.  That is, from the table created in step b) above, add the ranks (from row 2) together, but only for those records where row 3 indicates the measurement is from population 1.

For Case 2, W = Sum of population 1 ranks.

d)
Calculate WXY.

The parameter WXY will serve as the test statistic for the Wilcoxon Rank Sum Test.  This test statistic will be compared against the “critical value” [see step e) below) to determine if the null hypothesis can be rejected or not.  The user shall calculate WXY as follows:

For Case 1:  WXY = W – [(n)(n + 1) / 2], where W is calculated above in step c) and n is the total number of measurements from population 2.

For Case 2:  WXY = W – [(m)(m + 1) / 2], where W is calculated above in step c) and m is the total number of measurements from population 1.

e)
Find the critical value, walpha.

The critical value walpha is a table value, found in some statistics textbooks (this table is usually referred to as a table of critical values for the Rank Sum Test).  This value will serve as the “critical value” and will be compared against the “test statistic” WXY, as calculated above in step d) for the Wilcoxon Rank Sum Test.  The value of walpha is a function of the two sample sizes.

The user should first find the table corresponding to the alpha level for the statistical hypothesis test (there are separate tables for different alpha levels).  The walpha value in the table is the number in the cell corresponding to the row = smaller sample size and the column = the larger sample size.  For example, suppose that the alpha level is 0.05 and a sample of 12 measurements is collected from population 1 and a sample of 8 measurements is collected from population 2.  The walpha value would be found by looking on the row corresponding to 8 (the smaller sample size) and the column corresponding to 12 (the larger sample size).  In this example the tabled value for walpha value is 26.

If assistance is needed in obtaining the critical value, the user should consult with a statistician or someone familiar with using this type of table.  The EPA QA/G‑9 document has a copy of this table (see Table A‑7 in Appendix A).  The user shall provide the value for the critical value walpha.
f)
Compare the calculated value WXY with the critical value walpha.  Is there evidence to reject H0?

If WXY < walpha then there is evidence to reject H0 (answer "Yes" to the question).

If WXY > walpha then there is not enough evidence to reject H0  (answer "No" to the question).

g)
Evaluate the power of the test by calculating the sample size (m*), which achieves the DQOs.

The sample sizes used in the calculations above are m and n.  To evaluate whether m and n are sufficiently large enough to satisfy the false-positive and false-negative error rates, the user must calculate the sample size that meets these error rates.  If only one false-negative error rate (beta) has been specified at 1 and the user assumes that the true mean and standard deviation are equal to the values estimated from the samples, then the calculation of the sample sizes that achieve the DQOs can be made.  These calculated sample sizes are designated as m* and n*.  The user must then compare n with m with m* to see if the false-negative error rate has been met.  The formula for m* and n* is:

m* = n* = [2s2(Z(1 – alpha) + Z(1 – beta))2] / [(1  - 0)2] + (0.25)( Z(1 – alpha))2

where:

s2 
= 
estimate of the variance (estimated with the sample variance)



Zp 
=
pth percentile of the standard normal distribution


(1  - 0)
=
the acceptable level of difference in the populations (e.g., in the means or medians) as specified in the DQOs.  For example, the decision maker is willing to accept a false‑positive error rate of alpha and a false-negative error rate of beta, when the difference in means between the two populations exceeds (1 - 0).

The calculated value for m* is then multiplied by 1.16 to account for loss in efficiency and rounded up to the next highest integer. 

Then the user shall determine how large m* is compared to m and n.

If m* is < both m and n, then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

For all other cases the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

To calculate the power of the test, assume that the true values for the mean and standard deviation are those obtained from the samples. The user may need to use a software package such as DEFT (see EPA G-4D, 1994) or DataQUEST (EPA G-9D, 1996).  Note that the power calculations tend to be more difficult for nonparametric procedures (tests that do not require the data to follow a specific distribution; the Wilcoxon Rank Sum Test is a nonparametric test).
h)
Four results and conclusions are possible.  The four possible conclusions are shown below:
1)
Case 1:  H0 was rejected, the false-negative error rate was satisfied, and it seems that population 1 is located to the right of population 2.

Case 2:  H0 was rejected, the false-negative error rate was satisfied, and it seems that population 2 is located to the right of population 1.

2)
Case 1:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that population 1 is located to the right of population 2, but the conclusions are uncertain because the sample sizes used were too small.

Case 2:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that population 2 is located to the right of population 1, but the conclusions are uncertain because the sample sizes used were too small.

3)
Case 1 and Case 2 are the same:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that there is no difference between the two populations.

4)
Case 1 and Case 2 are the same:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that there is no difference between the two populations, but the conclusions are uncertain because the sample sizes used were too small.

The user shall state the final result and conclusion in terms as shown above (i.e., one of the four conclusions listed above), supplying the actual value for0.  Also, the user shall state the implications of these results and conclusions (e.g., no remediation is required).

5.2.2.5  Large Sample Approximation to the Wilcoxon Rank Sum Test.  The information below was used in the process of performing the large sample approximation to the Wilcoxon Rank Sum Test, a statistical hypothesis test that evaluates the null hypothesis that compares the population means or medians from two different populations.

a)
The user shall state the null (H0) and alternative hypothesis (H1) and provide the values of alpha, beta, m, and n.

The null hypothesis and alternative hypothesis can be stated in general terms about the two populations (e.g., the two populations are the same versus population 1 is to the right of population 2).  These hypotheses can also be stated in terms of the mean (or median) from the two populations and how these means (or medians) are related to each other.  An example of this type of null hypothesis is “H0:  The true mean concentration from population 1 < the true mean concentration from population 2.”  If mathematical symbols are used in the statement of the null and alternative hypotheses, the user must define these mathematical symbols.  For example, H0:  > , where = the true mean concentration from population 1 and = the true mean concentration from population 2.

For the large sample approximation to the Wilcoxon Rank Sum Test, there are two types of null hypotheses that are considered.  “Case 1” and “Case 2” will serve as the designations for these hypotheses.  They are defined as follows:

Case 1 is H0:  There is no difference in the two populations, with H1: population 1 is located to the right of population 2.  Note that for the situation where means (or medians) are being evaluated, this alternative hypothesis is equivalent to H1:   > , where  is the true mean (or median) from population 1 and  is the true mean (or median) from population 2.

Case 2 is H0:  There is no difference in the two populations, with H1:  population 2 is located to the right of population 1.  Note that for the situation where means (or medians) are being evaluated, this alternative hypothesis is equivalent to H1:  > , where  is the true mean (or median) from population 1 and  is the true mean (or median) from population 2.

The user must provide the values for alpha and beta.  Both alpha and beta are presented in DQA Step 1 but must also be presented in this section to assist the user in the execution of the statistical hypothesis test.

The parameter m is the total number of usable sample results available for analysis from population 1.

The parameter n is the total number of usable sample results available for analysis from population 2.

The user should note that both m and n must be > 10 for the Wilcoxon Signed Rank Test to be performed.

b)
List and rank the measurements from each population from smallest to largest, keeping track of which population contributed to each measurement.

To accomplish this task, the user is advised to create a “table” of data values, where each column in the table represents an individual data point (so there will be m + n rows) and the three rows are defined as follows.  On the first row insert the actual measurement (data value); on the second row insert the rank for this data value (more instructions on this will follow); and on the third row, designate which population (1 or 2, for example) that corresponds to the data value.

For the second row of the table (where ranks are assigned to the data values), a rank of 1 is assigned to the smallest value from among all available measurements, a rank of 2 is assigned to the second smallest, etc.  In the event of “ties” (i.e., more than one data point with the same measurement value), assign the average of the ranks that would otherwise have been assigned to the tied observations.  For example, if the third, fourth, and fifth smallest measurements all have the same measurement value, all three would be assigned a rank of 4 (since the average of 3, 4, and 5 is 4.0).

The user should note that the columns of the table should be ordered smallest data value to largest data value. The smallest data value from among both populations (and therefore the data value with a rank of 1) should appear in the left-most column, the second smallest data value should appear in column 2, etc. A critical issue in this process is making sure that the source of the data values (i.e., the population producing the data value) is correct.

An example of how the first ten columns (from the smallest 10 data values) might look is shown below. Note that the measurements are ordered from smallest to largest and that “ties” in measurements are evaluated appropriately.

Measurement:
3.5
5.1
8.3
10
10
12.2
15
20
20
20

Rank:

1
2
3
4.5
4.5
6
7
9
9
9

Population:
1
1
2
2
2
1
2
2
1
1

The user shall complete the table with all (m + n) columns.  Since m and n must both be > 10 for the large sample approximation to the Wilcoxon Rank Sum Test, there will be a minimum of 20 columns for this table.

c)
Calculate the sum of the ranks (designated as “W”) based on the form of the null and alternative hypotheses.

W will be used in the next step in the calculation of the test statistic for the large sample approximation to the Wilcoxon Rank Sum Test.  This test statistic will then be used to determine if the null hypothesis can be rejected.

For Case 1 [where the alternative hypothesis (H1) is of the type where population 1 is located to the right of population 2]: calculate W as the sum of the ranks of data from population 2.  That is, from the table created in step b) above, add the ranks (from row 2) together, but only for those records where row 3 indicates the measurement is from population 2.

For Case 1, W = sum of population 2 ranks.

For Case 2 [where the alternative hypothesis (H1) is of the type where population 2 is located to the right of population 1]: calculate W as the sum of the ranks of data from population 1.  That is, from the table created in step b) above, add the ranks (from row 2) together, but only for those records where row 3 indicates the measurement is from population 1.

For Case 2, W = sum of population 1 ranks.

d)
Calculate the sample value Z.

The parameter Z will serve as the test statistic for the large sample approximation to the Wilcoxon Rank Sum Test.  This test statistic will be compared against the “critical value” [see step e) below] to determine if the null hypothesis can be rejected or not.  The user shall calculate Z as:

For Case 1:

Z = [W – (n)(m + n + 1) / 2] / SQRT[(m)(n)(m + n + 1)/12]

where:
W
=
calculated above in step c)


m
=
the total number of measurements from population 1


n
=
the total number of measurements from population 2


SQRT
=
square root sign.

For Case 2:

Z = [W – (m)(m + n + 1) / 2] / SQRT[(m)(n)(m + n + 1)/12]

where:
W
=
calculated above in step c)


m
=
 the total number of measurements from population 1


n
=
the total number of measurements from population 2

SQRT
=
square root sign.

e)
Find the critical value, z(1 – alpha).

The critical value z(1 – alpha) is a table value, found in most statistics textbooks (usually referred to as a Z table or a table of the standard normal distribution).  This value will serve as the “critical value” and will be compared against the “test statistic” (z, as calculated above) for the large sample approximation to the Wilcoxon Rank Sum Test.  The value of Z(1 – alpha) is a function of the value of alpha.

A commonly used value of 0.05 for alpha results in a table value of Z(1 – alpha) = 1.645. In this example, the area under the standard normal curve to the right of 1.645 is 0.05 and the area under the standard normal curve to the left of 1.645 is (1 – alpha) = 0.95.

If assistance is needed in obtaining the critical value, the user should consult with a statistician or someone familiar with using this type of table.  The EPA QA/G-9 document has a copy of this table (see the footnote and last row of Table A‑1 in Appendix A).  The user shall provide the value for the critical value Z(1 – alpha).

f)
Compare the calculated Z with the critical value, Z(1 – alpha).  Is there evidence to reject H0? 

If Z > Z(1 – alpha), then there is evidence to reject H0 (answer "Yes" to the question).

If Z < Z(1 – alpha), then there is not enough evidence to reject H0 (answer "No" to the question).

g)
Evaluate the power of the test by calculating the sample size (m), which achieves the DQOs.

The sample sizes used in the calculations above are m and n.  To evaluate whether m and n are sufficiently large enough to satisfy the false-positive and false-negative error rates, the user must calculate the sample size that meets these error rates.  If only one false-negative error rate (beta) has been specified at 1 and the user assumes that the true mean and standard deviation are equal to the values estimated from the samples, then the calculation of the sample sizes that achieve the DQOs can be made.  These calculated sample sizes are designated as m* and n*.  The user must then compare n with m with m* in order to see if the false-negative error rate has been met.  The formula for m* and n* is:

m* = n* = [2s2(Z(1 – alpha) + Z(1 – beta))2] / [(1  - 0)2] + (0.25)( Z(1 – alpha))2

where:
s2 
=
estimate of the variance (estimated with the sample variance)


Zp
=
pth percentile of the standard normal distribution


(1  - 0)
=
the acceptable level of difference in the populations (e.g., in the means or medians) as specified in the DQOs.  For example, the decision maker is willing to accept a false-positive error rate of alpha and a false‑negative error rate of beta, when the difference between the two populations exceeds (1 - 0).

The calculated value for m* is then multiplied by 1.16 to account for loss in efficiency and rounded up to the next highest integer. 

Then the user shall determine how large m* is compared to m and n.

If m* is < both m and n, then the false-negative error rate has been satisfied (i.e., there were enough samples taken).

For all other cases the false-negative error rate has not been satisfied (i.e., there were not enough samples taken.).

To calculate the power of the test, assume that the true values for the mean and standard deviation are those obtained from the samples.  The user may need to use a software package such as DEFT (see EPA G‑4D, 1994) or DataQUEST (EPA G‑9D, 1996).  Note that the power calculations tend to be more difficult for nonparametric procedures (tests that do not require the data to follow a specific distribution; the large sample approximation to the Wilcoxon Rank Sum Test is a nonparametric test).
h)
Four results and conclusions are possible. The four possible conclusions are shown below.

1)
Case 1:  H0 was rejected, the false-negative error rate was satisfied, and it seems that population 1 is located to the right of population 2.

Case 2:  H0 was rejected, the false-negative error rate was satisfied, and it seems that population 2 is located to the right of population 1.

2)
Case 1:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that population 1 is located to the right of population 2, but the conclusions are uncertain because the sample sizes used were too small.

Case 2:  H0 was rejected, the false-negative error rate was not satisfied, and it seems that population 2 is located to the right of population 1, but the conclusions are uncertain because the sample sizes used were too small.

3)
Case 1 and Case 2 are the same:  H0 was not rejected, the false-negative error rate was satisfied, and it seems that there is no difference between the two populations.

4)
Case 1 and Case 2 are the same:  H0 was not rejected, the false-negative error rate was not satisfied, and it seems that there is no difference between the two populations, but the conclusions are uncertain because the sample sizes used were too small.

The user shall state the final result and conclusion in terms as shown above (i.e., one of the four conclusions listed above), supplying the actual value for0.  Also, the user shall state the implications of these results and conclusions (e.g., no remediation is required).

Shapiro-Wilk W Test for Normality is a powerful statistical test recommended in several U.S. Environmental Protection Agency guidance documents and in many statistical texts.  The test for sample sizes less than 50 is difficult to compute by hand since it requires two different sets of tabled values and a large number of summations and multiplications.  Consequently, directions for implementation are not provided here; however, many statistical software packages contain this test.

Filiben’s Statistic to test for normality is used to test for normality when sample sizes are > 50.  This test measures the linearity of the points on the normal probability plot and although easier to compute than the Shapiro-Wilk W Test for Normality, the Filliben Statistic is difficult to compute by hand.  Therefore, instructions for computations are not provided here; however, many statistical software packages contain this test.

The Studentized Range Test is a test for normality where the range of the sample is compared with the sample standard deviation.  This test does not perform well if the data are asymmetric and if the tails of the data are heavier than the normal distribution.  Other conditions that cause problems in the performance of this test are extreme values (outliers).  See the EPA QA/G-9 document (Section 4.2.6) for instructions on implementing this test.

Geary’s Test is a test for normality where the ratio of the mean deviation of the sample to the sample standard deviation is evaluated.  This test does not perform as well as the Shapiro-Wilk W Test for Normality or the Studentized Range Test, but critical values are available, regardless of the sample size encountered.  See the EPA QA/G‑9 document (Section 4.2.6) for instructions on implementing this test.

The technique of transforming the data to achieve normality is commonly used to address the situation where the assumption of normality is not met for a statistical hypothesis test.  Data that are not normally distributed can sometimes be converted or transformed mathematically into a form that displays normality.  There are many types of transformations.  Some of the more commonly used transformations (not discussed, but listed here) include the logarithmic transformation, the square root transformation, the inverse sine transformation, and the Box-Cox transformation.  See the EPA QA/G‑9 document (Section 4.6) for information on transformations.

The F-Test for Equality of Two Variances is a statistical test to determine if the variances from two populations are equal.  This test is commonly used as a preliminary test before conducting Student’s Two-Sample t‑Test.  Assumptions for the F‑Test are that the two samples are independent random samples from two underlying normally distributed populations.  See the EPA QA/G‑9 document (Section 4.5.2) for instructions on implementing this test.
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