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7.0 GMC Databases

In the framework of a Senior Seismic Hazard Analysis Committee (SSHAC) Level 3 study, the GMC model is developed through successive stages of evaluation and integration (see Section 2.1.2). The evaluation phase focuses on the impartial assessment of available data, methods, and models that may be of relevance to the characterization of earthquake ground-shaking at the Hanford Site. In order to conduct this evaluation, databases of existing information must be compiled and, where necessary and feasible, supplemented by new data collection. This chapter describes the databases developed for the GMC component of the Hanford PSHA model in terms of ground motion recordings from the site and surrounding region; dynamic characterization of the geological strata below the site, including target kappa and shear-wave velocity models and the potential for 3-D basin effects; available ground motion prediction equations for both crustal and subduction earthquakes; and vertical-to-horizontal (V/H) response spectral ratios.

The evaluation of these data and models informed the decisions made by the GMC Technical Integration (TI) Team in constructing the logic trees for median ground motions and their associated variability, as well as the models of the near-surface layers to be used in subsequent site-response analyses. All of these elements of the final GMC model are fully described in Chapter 9.0. The boundary between evaluation and integration is not sharply defined; this chapter discusses the TI Team’s evaluation of most of the database elements; Chapter 9.0 continues the discussion for some cases.

7.1 Ground Motion Recordings

Ground motion recordings are essential for calibrating various components of the GMC model and for verifying the applicability of ground motion prediction equations (GMPEs) to the Hanford Site. The GMC Team made use of the ground motion recordings described in this section for 1) estimation of kappa values for the Hanford Site (Section 7.3), 2) estimation of potential 3-D amplification effects (Section 7.6), and 3) comparison of GMPEs with region-specific data for crustal and subduction earthquakes (Section 9.2). Ground motion recordings of interest for this project include strong-motion accelerograms from the Hanford Site, broadband seismograms recorded at a regional scale, and worldwide subduction-zone ground motion recordings.

In addition to collecting ground motion data, information about the site conditions (e.g., geology, average shear-wave velocity, surface topography) was also collected for the recording stations. All of the data related to ground motion recordings were compiled into a project-specific ground motion catalog that served several ground motion needs for the project, including the estimation of kappa for the Hanford Site and evaluation of basin effects. In addition, data used for GMPE development were compiled into two flatfiles (PNNL 2014b).

At an early stage of the project, including Workshop 1 and the first working meetings of the GMC TI Team, a decision was made to search for ground motion recordings from sites with strong near-surface velocity inversions. The purpose of this exercise would have been to obtain insight into the influence of such inversions on the surface motion, as potential analogs for the inversions associated with the basalt and sedimentary interbed layers in the Saddle Mountains basalts (SMBs). This focus reflected the original decision to define the reference baserock horizon for the GMC model and for the hazard calculations at the top of the SMBs, and the search focused on other regions with near-surface basalts.
such as Iceland and Hawaii. However, no data were found that could have served as a suitable analog for the SMB stack at the Hanford Site. When the baserock was moved to the base of the SMB stack (see Section 7.2.5), the usefulness of such recordings—had any been found—could have been in providing insight into stress drop levels and ground motion amplitudes resulting from ruptures extending into near-surface basalt layers. However, no data of this nature had been found, so the documentation of these fruitless searches is limited to this introductory paragraph.

### 7.1.1 Strong-Motion Accelerographs at the Hanford Site

DOE owns five free-field strong-motion accelerographs at the Hanford Site (Rohay et al. 2001). The USGS and the California Institute of Technology (Caltech) operate two additional strong-motion accelerographs. Information about the seven accelerograms is given in Table 7.1. Processed ground motion data from these accelerograms were obtained from Dr. Alan Rohay at PNNL. All of these data are compiled in the project-specific ground motion catalog (PNNL 2014a) that is discussed more extensively in Section 7.1.2. Additional ground motion data from these instruments were obtained from the Incorporated Research Institutions for Seismology (IRIS) website (these data, along with additional data obtained from the IRIS website, are discussed in Section 7.1.2). The processing of the data obtained from the accelerographs is described by Rohay (2014).

<table>
<thead>
<tr>
<th>Station Name</th>
<th>Owner</th>
<th>Instrument Type</th>
<th>$V_{S30}$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1K</td>
<td>DOE</td>
<td>ETNA SM accelerographs</td>
<td>515(a)</td>
</tr>
<tr>
<td>H2E</td>
<td>DOE</td>
<td>ETNA SM accelerographs</td>
<td>371(a)</td>
</tr>
<tr>
<td>H2W</td>
<td>DOE</td>
<td>ETNA SM accelerographs</td>
<td>394(a)</td>
</tr>
<tr>
<td>H4A</td>
<td>DOE</td>
<td>ETNA SM accelerographs</td>
<td>381(a)</td>
</tr>
<tr>
<td>H3A</td>
<td>DOE</td>
<td>ETNA SM accelerographs</td>
<td>409(a)</td>
</tr>
<tr>
<td>LTH</td>
<td>Caltech</td>
<td>Episensor accelerographs</td>
<td>400(b)</td>
</tr>
<tr>
<td>HAWA</td>
<td>USGS</td>
<td>Episensor accelerographs</td>
<td>596(b)</td>
</tr>
</tbody>
</table>

(a) From spectral analysis of shear waves measurement at the recording stations.
(b) Estimated from National Earthquake Hazards Reduction Program (NEHRP) $V_{S30}$ maps for Washington State (Palmer et al. 2004).

### 7.1.2 Ground Motion Data from the IRIS Website

Selected strong-motion seismograms curated by IRIS were incorporated into the project-specific catalog. The various application programming interfaces offered by the IRIS web services interface product (http://service.iris.edu/, last accessed 04/22/2014) were used to download data from 2,771 earthquakes recorded at 839 sites within Washington State. The data cover earthquakes from January 2000 to January 2013, with magnitudes ranging from 2.0 to 6.8, including both crustal and subduction earthquakes. The entire database was made available online (PNNL 2014a). The online project-specific catalog included all the metadata available through IRIS, as well as a link to unprocessed recordings and instrument response information for all stations for which recordings are available. Users can browse the data either grouped by earthquake or recording station. The strong-motion accelerograms recorded by instruments owned by DOE (Section 7.1.1) were also merged into the project-specific catalog.
The USGS SeismoTectonic Regime Earthquake Calculator (STREC; USGS 2014) was used to classify each earthquake as a crustal or subduction earthquake. The classification scheme embedded in the STREC algorithm is explained by Garcia et al. (2012). The classification uses the Flinn-Engdahl regionalization scheme, seismotectonic information related to plate boundaries, and source parameters of each earthquake to determine earthquake type. For some tectonic settings additional criteria based on hypocentral depth and regional seismicity are applied. This scheme was validated by Garcia et al. (2012) against a large database of historical earthquakes. The STREC implementation is available in an open-source software repository (USGS 2014) and it includes some minor updates to the Garcia et al. (2012) publication; these updates are documented in the open-source code (D. Garcia, personal communication, 2014). We note that the SSC earthquake catalog analysis used a different algorithm for earthquake classification. The Garcia et al. (2012) algorithm was selected for GMC applications because it is specifically targeted at GMPE selection. Because the objectives of earthquake classification for the SSC catalog and the GMC ground motion catalog, there are no implications of using different algorithms on the computed hazard.

The project-specific catalog included several metadata parameters along with the ground motion recordings. Some of these parameters were downloaded from IRIS servers along with the recorded time histories. These parameters included earthquake magnitude, magnitude type, earthquake date and time, latitude/longitude/depth of the hypocenter, name of the recording station and network that reported the data, and the latitude/longitude/elevation of the recording station. These parameters were used to compute the epicentral and hypocentral distances for each record. The moment magnitudes of several earthquakes were obtained from the project SSC catalog (Chapter 6.0). The hypocenter location and earthquake time reported by IRIS and those in the SSC catalog were used to match the earthquakes in the two databases.

The project-specific catalog was used to create subsets of recordings to estimate kappa, evaluate basin effects, and to compare the performance of crustal and subduction GMPEs developed using data from different regions. The criteria used to select the subset of data from the project-specific catalog to prepare the smaller catalogs are described below:

1. Kappa catalog: A set of stations that were potential analogs to the SMB, and stations that were analogs for Wanapum Basalt (WB) were pre-selected by the GMC TI Team and a final group of stations was agreed upon through email communication with Dr. Walter Silva and Dr. Alan Rohay. Table 7.2 lists the stations selected for the kappa study. All earthquakes where at least one recording within 100 km of the epicenter was made at any of the selected stations were considered. These earthquakes were then sorted according to the number of recordings within 100 km of the epicenter at the selected stations. The time history recordings from the selected station-earthquake pairs were extracted from the project-specific catalog to create the catalog of data used for kappa estimation. The catalog for kappa estimation is available by clicking on the link titled “Walt” on the online catalog (PNNL 2014a).

2. Basin database: A subset of the master database was created to aid in the evaluation of basin effects. The following criteria were followed to create this subset:
   - Stations within the latitude and longitude limits of the geological model for basin effects (Thorne et al. 2014). This includes stations within the latitude/longitude bounding box defined by (-120.75768°E, 45.89084°N) and (-118.52584°E, 47.04380°N).
Earthquakes that occurred after 1/1/2000 with magnitudes greater than 2, and occurring within Washington State, Oregon, and the Cascadia region of Canada. Earthquakes occurring offshore near the Mendocino Triple Junction were excluded and recordings from the Denali earthquake on DOE instruments were kept. The Mendocino Triple Junction earthquakes were excluded because of the uncertainty with respect to the earthquake type for earthquakes occurring in this region.

Only stations that recorded more than 10 samples per second were considered.

The catalog compiled for basin effects estimation can be accessed by clicking on the link titled “Basin” on the project-specific catalog (PNNL 2014a). As noted in Section 7.6, only a subset of this database was used by Dr. Frankel in the evaluation of basin effects.

3. Crustal and subduction flatfiles: Earthquakes with magnitudes greater than 3 were selected to be included in two flatfiles, one for crustal and one for subduction earthquakes. As indicated above, the STREC algorithm (USGS 2014) was used to classify the earthquakes in the project-specific catalog into crustal or subduction earthquakes. The flatfiles also include the geometric mean of 5% damped pseudo-acceleration response spectra. We used the Nigam and Jennings algorithm (Nigam and Jennings 1969) to compute the pseudo-acceleration response spectra of the processed time histories. Along with the pseudo-acceleration response spectra, the metadata from the project-specific catalog were included in the flatfiles. In addition to these metadata parameters, several other parameters were computed for the crustal and subduction flatfiles. These parameters included an aftershock flag computed using the Reasenberg (1985) declustering algorithm, National Earthquake Hazards Reduction Program (NEHRP) site class extracted from maps prepared by the Washington State Department of Natural Resources (Palmer et al. 2004), and estimated closest distance ($R_{rup}$) and Joyner-Boore distance ($R_{jb}$) for each recording. The $R_{rup}$ and $R_{jb}$ distances were estimated by simulating several possible rupture scenarios using a method similar to the one used by Chiou and Youngs (2008b). The Wells and Coppersmith (1994) relationships were used to simulate rupture lengths and widths, and the USGS STREC was used to find the possible strike and dips for the ruptures needed for the computation.

Table 7.2. Stations included in the Kappa database along with site information for each station.

<table>
<thead>
<tr>
<th>Station Name</th>
<th>Surface Geology</th>
<th>Depth to Basalt</th>
<th>Basalt Formation</th>
<th>Analogy to …</th>
<th>$V_s$ Profile available?</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAWA</td>
<td>Q1 (Quaternary loess) cemented gravel</td>
<td>28 ft (8.5 m)</td>
<td>Saddle Mts.</td>
<td>SMB</td>
<td>YES</td>
</tr>
<tr>
<td>E07A/CCRK</td>
<td>Q1 (Quaternary loess)</td>
<td>124 ft (38 m)</td>
<td>Saddle Mts.</td>
<td>SMB</td>
<td>YES</td>
</tr>
<tr>
<td>E08A/DDRF</td>
<td>Saddle Mts. Basalt; Elephant Mt. Member</td>
<td>2 ft (0.6 m)</td>
<td>Saddle Mts.</td>
<td>SMB</td>
<td>YES</td>
</tr>
<tr>
<td>F07A/PHIN</td>
<td>Pleistocene (^{(a)})</td>
<td>25 (16-32) ft (7.6 [4.9–9.7] m)</td>
<td>Saddle Mts.</td>
<td>SMB</td>
<td>YES</td>
</tr>
<tr>
<td>D08A/WOLL</td>
<td>Pleistocene (^{(a)})</td>
<td>12 ft (3.6 m)</td>
<td>Wanapum</td>
<td>Wanapum</td>
<td>YES</td>
</tr>
<tr>
<td>E09A/TUCA</td>
<td>Quaternary alluvium dune sand loess</td>
<td>11 (3.4 m)</td>
<td>Grande Ronde Basalt</td>
<td>Wanapum</td>
<td>YES</td>
</tr>
<tr>
<td>EBG</td>
<td>Wanapum Basalt</td>
<td>0</td>
<td>Wanapum</td>
<td>Wanapum</td>
<td>NO</td>
</tr>
<tr>
<td>VT2</td>
<td>Wanapum Basalt</td>
<td>0</td>
<td>Wanapum</td>
<td>Wanapum</td>
<td>NO</td>
</tr>
<tr>
<td>WRD</td>
<td>Wanapum Basalt</td>
<td>0</td>
<td>Wanapum</td>
<td>Wanapum</td>
<td>NO</td>
</tr>
</tbody>
</table>

(a) Pleistocene continental glacial glaciolacustrine and outburst flood deposits
The time histories downloaded from the IRIS servers reported raw “counts,” and the project-specific catalog has a link to the raw (unprocessed) recordings. The processing of ground motion data used for kappa estimates is described by Rohay (2014). The processing of the data used for estimation of basin effects is described by Frankel et al. (2013). The data incorporated into the flatfiles were also processed by the GMC TI Team to filter out the noise from the recordings and correct for instrument response to convert the data from counts to appropriate units of acceleration or velocity. The following steps were taken to process the recordings incorporated into the flatfiles:

1. The records were automatically screened for noisy and clipped records. A record was labeled as clipped if a threshold of 99% of the maximum value of the record was exceeded more than 20 times. This requirement filtered most of the records that were clipped by the instrument. Figure 7.1 shows an example of a clipped record. To filter noisy records we used the STA/LTA algorithm (described in next paragraph) to find the trigger point of the record. The 40 sec of the record following the trigger point were used to represent the signal (which also includes noise, hence is labeled as signal+noise), and the last 40 sec of the record were used to represent the noise. The two time series were tapered using a cosine taper and then their Fourier spectrum was computed to represent the noise and (signal + noise) spectrum. We smoothed the spectrum using the Konno-Ohmachi smoothing filter (Konno and Ohmachi 1998) and computed the smooth (signal + noise)/noise ratio. Any record with a (signal + noise)/noise ratio lower than 3 at all frequencies was classified as a noisy record (Boore and Bommer 2005). Figure 7.2 shows an example of a noisy record and its (signal + noise)/noise ratio.

The STA/LTA algorithm computes average motion in two moving time windows— a short time window (STA) and a long time window (LTA). The LTA measures the level of seismic noise, while the STA gives an estimate of amplitude of the signal. A ratio of the STA and LTA value is compared against a threshold value to find the trigger point. We used the STA/LTA algorithm implemented in the python library Obspy (Beyreuther et al. 2010; Megies et al. 2011).

2. The first and the last frequencies where the (signal + noise)/noise ratio crossed the value of 3 were used as potential corner frequencies. Another set of corner frequencies was computed using the frequency response of the instrument. The range of frequencies where the instrument response was relatively flat was used as the second set of potential corner frequencies. The intersection of the range of bandwidths described by the two sets of corner frequencies was used to select the final corner frequencies used for processing the record. Figure 7.3 describes the process of determining the corner frequencies.

3. An 8th order acausal bandpass Butterworth filter with the corner frequencies determined above (Step 2) was applied to the record.

4. The frequency response of the instrument downloaded from IRIS was used to perform the instrument correction. The instrument correction was performed after filtering the motion to avoid amplifying the noise in this step.
Figure 7.1. A clipped record along with the threshold used for classification.

Figure 7.2. A noisy record with the smooth (signal + noise)/noise ratio that never crosses the threshold value of 3.
Figure 7.3. A raw time history record along with the two methods used to compute the potential corner frequencies. The intersection of Potential bandwidth 1 and Potential bandwidth 2 is used to compute the final corner frequency used with the Butterworth filter.

7.1.3 Subduction-Zone Ground Motion Recordings

Subduction-zone ground motion recordings were used to develop a GMPE for subduction earthquakes. The ground motion database was compiled into a flatfile containing all relevant metadata and pseudo-spectral accelerations (5% damping). The flatfile is available at PNNL (2014b). The flatfile was built using the BC Hydro project flatfile (BC Hydro 2012) as a starting point. Data from IRIS, as described in Section 7.1.2, were also included in this flatfile. Data from the Japanese KiK-net network, from Arango et al. (2011) for Central America, and for the M 8.8 February 27, 2010, Maule earthquake were added to the BC Hydro data. Each of these sources of data is discussed separately below.
7.1.3.1 BC Hydro Data

The BC Hydro flatfile is described in detail by BC Hydro (2012) and Abrahamson et al. (2014a). The BC Hydro data set was an effort to compile a global data set of subduction ground motions from data used in earlier studies, as well as ground motion data collected in recent years. The data set includes data from Atkinson and Boore (2003, 2008), which included a compilation of data from earlier studies (Crouse et al. 1988; Crouse 1991; Youngs et al. 1997) and data that were collected as part of the BC Hydro study (these data are described by BC Hydro 2012). Overall, the BC Hydro data set includes ground motions from Alaska, Central America, Chile, Cascadia, Japan, Mexico, Peru, Solomon Island, and Taiwan.

The BC Hydro data set compiled processed acceleration time histories when available, but for older records only peak ground acceleration (PGA) and 5% damped response spectra at selected periods were available (0.1, 0.2, 0.4, 1.0, 2.0, and 3.0 sec). These periods were assumed to fall within the usable range of the data. This assumption was verified through residual analyses (BC Hydro 2012). The available acceleration time histories were used to compute 5% damped response spectra at 105 periods and the usable period range was determined from the filters used to process each recording. The flatfile includes the geometric mean of the two horizontal components for all the records except the Taiwan data. For these data, the GMRotI (Boore et al. 2006) was used. Beyer and Bommer (2006) showed that the difference between the two measures of horizontal motion is negligible (albeit using recordings from crustal earthquakes), and it was ignored in the derivation of the BC Hydro ground motion model.

Most of the metadata were obtained directly from the original sources for the ground motion data (Atkinson and Boore 2003, 2008), but some metadata were corrected and/or updated. Table 7.3 summarizes the updates of the original data. Table 7.3 also includes the most relevant information about the source of the metadata in the BC Hydro flatfile.

Table 7.3. Summary of metadata compiled in the BC Hydro flatfile.

<table>
<thead>
<tr>
<th>Metadata Parameter</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earthquake magnitude</td>
<td>Moment magnitude (M) was used. Preference was given to Harvard Centroid Moment Tensor catalog solutions over regional Centroid Moment Tensor (CMT) solutions.</td>
</tr>
<tr>
<td>Hypocentral location and depth</td>
<td>ISC (<a href="http://www.isc.ac.uk">http://www.isc.ac.uk</a>) or CMT solution locations were used to replace missing or erroneous locations in the original data sets. Depth estimates from pP seismic phase were given preference.</td>
</tr>
<tr>
<td>Earthquake classification</td>
<td>Earthquakes were classified as intraslab or interface using preferred ISC hypocentral depths, CMT solution, and/or first motion fault-plane solutions. Earthquakes with hypocentral depth less than 30 km were assumed to be interface events.</td>
</tr>
<tr>
<td>Aftershock/foreshock identification</td>
<td>Earthquakes within a year of each other and within approximately 100 to 200 km of each other were considered to be dependent.</td>
</tr>
<tr>
<td>Station site classification</td>
<td>Older studies used the Geomatrix classification or NEHRP categories. A mapping was established between these classifications and $V_{S30}$ (Table 7.4). When conflicting $V_{S30}$ existed for a station, the most recent value was used. For Taiwan data, $V_{S30}$ values from the next-generation attenuation (NGA) database were used over values reported by Lee and Tsai (2008) due to concerns regarding the latter values.</td>
</tr>
<tr>
<td>Forearc or backarc station location</td>
<td>Based on the relative location of observed volcanic fronts for each subduction region.</td>
</tr>
<tr>
<td>Distance metrics</td>
<td>Older data sets did not report the type of distance metric used. For these records, it is assumed that the distance were hypocentral distances. For more recent earthquakes, both hypocentral distance and rupture distance were computed.</td>
</tr>
</tbody>
</table>
Table 7.4. Mapping between site classes and $V_{S30}$ in the BC Hydro database (BC Hydro 2012).

<table>
<thead>
<tr>
<th>Geomatrix 3rd Letter</th>
<th>Average $V_{S30}$ (m/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>659.6</td>
</tr>
<tr>
<td>B</td>
<td>424.8</td>
</tr>
<tr>
<td>C</td>
<td>338.6</td>
</tr>
<tr>
<td>D</td>
<td>274.5</td>
</tr>
<tr>
<td>E</td>
<td>191.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NEHRP Class</th>
<th>Average $V_{S30}$ (m/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1745.3</td>
</tr>
<tr>
<td>B</td>
<td>967.6</td>
</tr>
<tr>
<td>C</td>
<td>450.5</td>
</tr>
<tr>
<td>D</td>
<td>258.2</td>
</tr>
<tr>
<td>E</td>
<td>152.2</td>
</tr>
</tbody>
</table>

7.1.3.2 KiK-net Data

KiK-net is one of several seismic networks established in Japan following the devastating Kobe earthquake (January 17, 1995) to better monitor the seismic activity around the country (Okada et al. 2004). As of December 2011, the KiK-net network consisted of 692 stations. Each KiK-net station consists of two strong ground motion seismographs, one at the ground surface and the other in a borehole, and each instrument records three components of motion. The seismic velocity profile for 655 of these stations is reported on the KiK-net website (http://www.kyoshin.bosai.go.jp/). The velocity profiles at these stations were obtained from downhole PS logging (Oth et al. 2011). Details regarding the KiK-net network and the specifications of the instruments are given by Aoi et al. (2011) and Okada et al. (2004).

Dawood et al. (2014) processed data from the Japanese KiK-net network using an automated processing protocol. Data were downloaded from the KiK-net website for earthquakes up to December 2011. In addition to the information contained in the KiK-net records, data from the F-Net seismic catalog (Okada et al. 2004) were used to compute associated metadata. F-Net is a broadband seismograph network installed in Japan (Okada et al. 2004). The F-Net website (http://www.fnet.bosai.go.jp/) provides a searchable database of earthquakes recorded by the F-Net network. The catalog includes the origin time, location (latitude, and longitude), $M_{JMA}$ magnitude, Japan Meteorological Agency depth, region, and mechanism from the National Research Institute for Earth Science and Disaster Prevention moment tensor solution (strike, dip, rake, seismic moment, $M$, moment tensor solution, variance reduction and number of stations used).

The automated processing protocol applies first a zeroth order baseline correction to the record by first subtracting the mean of the first 100 points from the whole acceleration time series and then subtracting the mean of the pre-event noise window using an automated algorithm to detect the first arrival. The first arrival is defined as the first automatically detected arrival time for the six components (three components of the surface instrument and three components of the borehole instrument). The records are first tapered and zero-padded and then an 8th order acausal Butterworth filter is applied. The low-cut frequency is selected iteratively to satisfy several criteria to ensure zero displacement and zero velocity at the end of the time history. The minimum usable frequency of the records is taken to be 70% of the low-cut corner frequency of the filter ($f_c$; Akkar and Bommer 2006). The maximum frequency is defined by a built-in
anti-aliasing filter in the instruments and is 30 Hz (Aoi et al. 2011). A signal-to-noise ratio (SNR) check is also applied to all records. A noise window is defined using the last $2/f_c$ second of the record. The Fourier amplitude spectra (FAS) for the whole record and the noise window are calculated and smoothed, and the ratio between the two is calculated and defined as the SNR. Frequencies outside the range where the SNR is above 3 are not used (Boore and Bommer 2005).

Dawood et al. (2014) processed both crustal and subduction records. Dawood (2014) compared the common records processed using the automated protocol and the NGA-West2 database (Ancheta et al. 2013). The comparison showed that, in most cases, the automated protocol resulted in records with a narrower usable frequency bandwidth compared to NGA-West2 records. This is the result of applying multiple (and possibly redundant) checks in the automated protocol with conservative threshold values. These checks were necessary, in the absence of a record-by-record processing with manual input, to obtain a set of high-quality records from the automated protocol. The loss of usable frequency bandwidth is a trade-off that we accepted for the benefit of automating the processing of such a large data set.

Most of the earthquake metadata were obtained from the F-Net catalog. Earthquakes identified in the KiK-net record files were matched to earthquakes in the F-Net catalog using spatial and temporal windows. The moment magnitude and hypocentral location from the F-Net catalog were used for each earthquake. Not all earthquakes in the KiK-net records could be matched to an earthquake in the F-Net catalog, and the records without a matching earthquake were discarded. A notable exception to the source of moment magnitude was the March 11, 2011, Tohoku earthquake. For this earthquake, the moment magnitude reported in the F-Net catalog is 8.7. We used instead a moment magnitude of 9.0 as reported by the USGS (Hayes 2011).

The identification of dependent and independent earthquakes was done by declustering the F-Net catalog. The F-Net seismic catalog was declustered using the algorithms by Gardner and Knopoff (1974) and Reasenberg (1985). The Gardner and Knopoff algorithm was implemented using three different sets of input parameters (see Dawood et al. 2014 for more information). This implementation was conducted independently from the declustering conducted as part of the development of the SSC catalog (Chapter 6.0). However, this choice has no implication on hazard results because the proposed GMPE (Chapter 9.0) did not differentiate between dependent and independent events. None of the applications of the declustering algorithms resulted in a Poissonian catalog. The algorithm results using the typical input parameters of Gardner and Knopoff’s algorithm were used.

The database compiled by Dawood et al. (2014) includes crustal and subduction earthquakes. The algorithms by Allen et al. (2008) and Garcia et al. (2012) were used to classify the earthquakes in the F-Net catalog into tectonic categories. The latter algorithm was validated by automatically classifying a catalog of earthquakes that also were manually classified. For most earthquake types, the validation showed a considerable improvement in the number of correctly classified earthquakes using this algorithm in comparison to the Allen et al. (2008) algorithm. However, for intraslab earthquakes the number of misclassified earthquakes increased. This was attributed to the lack of slab models for about half of the misclassified earthquakes. Additional details are given by Garcia et al. (2012). The results of applying both algorithms to the F-Net catalog are shown in Table 7.5. The 951 earthquakes that were not classified using the algorithm by Allen et al. (2008) are earthquakes with $M \leq 7.7$ and depth greater than 50 km. Allen et al. (2008) do not provide a classification for earthquakes that fall within these depth-magnitude combinations. The number of earthquakes classified as interface earthquakes using both algorithms are very different. This is consistent with the Garcia et al. (2012) finding that the Allen et al.
algorithm misclassified about 54% of the interface earthquakes. For this project we use the Garcia et al. (2012) classification. Figure 7.4 shows the location of the earthquakes in the four main categories as classified by Garcia et al. (2012).

Table 7.5. Classification of F-net earthquakes in the Dawood et al. (2014) database using the algorithms by Allen et al. (2008) and Garcia et al. (2012).

<table>
<thead>
<tr>
<th>Class (^{(a)})</th>
<th>Number of Earthquakes Classified by Allen et al. (2008)</th>
<th>Number of Earthquakes Classified by Garcia et al. (2012)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SZ intraslab</td>
<td>1161</td>
<td>1123</td>
</tr>
<tr>
<td>SZ interface</td>
<td>5</td>
<td>873</td>
</tr>
<tr>
<td>SZ outer</td>
<td>-</td>
<td>16</td>
</tr>
<tr>
<td>Shallow active crustal</td>
<td>1093</td>
<td>-</td>
</tr>
<tr>
<td>ACR deep</td>
<td>-</td>
<td>112</td>
</tr>
<tr>
<td>ACR shallow</td>
<td>-</td>
<td>1083</td>
</tr>
<tr>
<td>OBR</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>Not classified</td>
<td>951</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>3210</td>
<td>3210</td>
</tr>
</tbody>
</table>

\(^{(a)}\) SZ = subduction zone; ACR = active crustal region; and OBR = oceanic boundary region.

The epicentral and hypocentral distances were computed by Dawood et al. (2014). For earthquakes with published finite-fault solutions, the published finite fault was used to compute the closest distance to the rupture plane \(R_{rup}\). For other earthquakes, the method of Chiu and Youngs (2008b, Appendix B) was used. This method uses the published hypocenter location and the two fault-plane solutions from the F-Net catalog to simulate fault planes from which \(R_{rup}\) is computed. For interface earthquakes, the plane with the shallower dip was used; for intraslab earthquakes, distances were computed for the two planes and the geometric mean from both planes was used. For additional information, see Dawood et al. (2014).

7.1.3.3 Central America Data

Arango et al. (2011) compiled a data set of subduction earthquakes along the Pacific Coast of Central America, including data from Guatemala, El Salvador, Nicaragua, and Costa Rica. The final database consists of 554 ground motion recordings from earthquakes of moment magnitudes between 5.0 and 7.7, including 22 interface and 58 intraslab earthquakes for the time period 1976 to 2006. The spectral acceleration (5% damping) of processed ground motion data is included in an electronic supplement of Arango et al. (2011) along with relevant metadata. The ground motion processing is described by Arango et al. (2011). Earthquake metadata include moment magnitude and earthquake classification into interface or intraslab earthquake. The latter was done on the basis of focal mechanism, epicentral location, and depth and position with respect to the trench axis. Hypocentral depth is relevant to this classification; for earthquakes where the hypocentral depth varied between catalogs the depth was compared with models of the slab geometry. This classification scheme is consistent in principle with the classification system by Garcia et al. (2012); however, Arango et al. (2011) used a more detailed description of the subducting slab geometry and an exhaustive analysis of hypocentral depth errors considering various earthquake catalogs and the subducting slab geometry. For this reason, we chose to use the Arango et al. (2011) classification for the earthquakes included in their publication. Source-to-site
distances were characterized in terms of the closest distance to the fault plane (Rrup). Published fault-plane geometries were available only for the January 13, 2001, El Salvador earthquake. For other earthquakes estimated fault planes were obtained from the literature or were modeled using an approach described by Arango et al. (2011). This approach is similar to the Chiou and Youngs (2008b) approach applied to the KiK-net database.

![Figure 7.4](image)

**Figure 7.4.** Location of the earthquakes classified as active crustal region (ACR) shallow (top left), ACR deep (top right), source zone (SZ) interface (bottom left), and SZ intraslab (bottom right) on the Japanese map using the algorithm by Garcia et al. (2012).

### 7.1.3.4 Data from the 2011 Maule Earthquakes

The February 27, 2010, Maule earthquake (M 8.8) occurred after the BC Hydro data set was compiled and was not included in the BC Hydro flatfile. However, ground motions were obtained as part of the BC Hydro project and were made available to this project (Nick Gregor, personal communication, 2013). The fault model of Hayes (2010) was used to compute rupture distances. Ground motion data and station information (estimated V_s30 values) were provided by the National University of Chile.
7.1.3.5 **Summary of Data**

The database of subduction ground motion for this project is compiled in a flatfile (PNNL 2014b). The database comprises 9,500 records from 398 earthquakes; 2,976 records are from 184 interface earthquakes and 6,524 records are from 215 intraslab earthquakes. The magnitude-distance distribution of the data is shown in Figure 7.5 and Figure 7.6. The histogram of $V_{S30}$ values is given in Figure 7.7. For stations outside of Japan, the $V_{S30}$ is inferred from site classification (see Abrahamson et al. 2014a). For stations in the Japanese KiK-net and K-net arrays measured $V_{S30}$ values are available.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.5.png}
\caption{Magnitude-distance distribution of the subduction data, differentiated by the source of the data.}
\end{figure}
Figure 7.6. Magnitude-distance distribution of the subduction data, differentiated by the region of each recording.

Figure 7.7. Histogram of $V_{s30}$ values for all recording stations in the subduction database.
7.2 Site Profiles and Dynamic Characteristics of Stratigraphic Layers

The ultimate purpose of the Hanford PSHA is to provide estimates of the ground motions at the surface to be used in engineering analyses of facilities on the Hanford Site. As explained in Chapter 1.0, this is to be achieved by combining the results of the PSHA at a defined “baserock” horizon below the site with site-response analyses of the overlying near-surface layers. The site-response analyses are outside the scope of the PSHA study, but a key component of the GMC deliverables is guidance on how these analyses should be performed and combined with the baserock hazard estimates. To select the baserock level and to adjust the selected GMPEs to this horizon, it is necessary to develop a model for the dynamic properties—such as shear-wave velocity, $V_S$, and mass density, $\rho$—at the five selected locations at which seismic hazard is calculated. Although the site-response analyses to estimate the amplification factors associated with the layers above the baserock horizon is beyond the scope of the PSHA project, to ensure consistency in terms of the characterization of the site and the treatment of uncertainties, the GMC TI Team also agreed to develop models of the layers from the baserock to the top of the SMBs required as input to the site-response analyses (Section 9.7).

7.2.1 Existing $V_S$, $V_P$, and Density Measurements

The most detailed site characterization measurements, in terms of dynamic properties, on the Hanford Site were those made at the Waste Treatment Plant (WTP) site following the Defense Nuclear Facilities Safety Board (DNFSB) review of the 2005 assessment of the seismic design basis for this facility. The review raised questions about the adequacy of the site-specific geotechnical data. This prompted a series of measurements in three boreholes at the WTP site (Figure 7.8), as summarized by Rohay and Brouns (2007) and used in the updated site-response analyses by Youngs (2007).

The measurements in each of the three boreholes included two sets of velocity measurements, using PS suspension logging and downhole measurements, using both a vibratory and impulsive source for the latter; the impulsive source did not penetrate beyond the first three layers of the SMB stack (a total depth of about 225 m from the ground surface). For both the suspension logging and downhole measurements, both $V_S$ and $V_P$ (compressional wave velocity) were measured. To combine the results from the three boreholes at which measurements were obtained (C4993, C4996, C4997), Rohay and Brouns (2007) calculated the geometric mean velocities in each layer. The measurements were made through the suprabasalt sediments layers (of the Hanford and Ringold Formations) and the stack comprising the interbedded SMBs and Ellensburg sediments, as well as the uppermost units of Wanapum basalts (WBs) (Figure 7.9).

Mass densities were also measured using two techniques, namely a borehole gravity meter and a compensated density log run using a gamma-gamma density logging tool. Rohay and Brouns (2007) used arithmetic means to combine the gravity measurements from the three boreholes.

The two sets of density measurements gave very similar results. The two sets of $V_S$ measurements (suspension logging and downhole) yielded similar values of shear-wave velocity in the Ellensburg Formation sedimentary interbeds but distinctly different values in the basalts; as can be seen in Table 7.6, the velocities estimated from the PS suspension logging are about 25% larger than those obtained using downhole measurements. In the table it may be noted that apart from the Elephant Mountain Member, all
Figure 7.8. Seismic boreholes drilled at WTP site in 2006 (Rohay and Brouns 2007).
Figure 7.9. General stratigraphy at the WTP site (Rohay and Brouns 2007).

Table 7.6. Shear-wave velocities and mass densities measured at WTP (Rohay and Brouns 2007).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Stratigraphic Unit</th>
<th>$V_s$ (m/s)</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Downhole $V_s$</td>
<td>PS Logging</td>
</tr>
<tr>
<td>Tem</td>
<td>Elephant Mt. Member (SMB)</td>
<td>2,308.6</td>
<td>2,910.7</td>
</tr>
<tr>
<td>Telr</td>
<td>Rattlesnake Ridge Interbed</td>
<td>838.8</td>
<td>832.0</td>
</tr>
<tr>
<td>Tp</td>
<td>Pomona Member (SMB)</td>
<td>2,519.5</td>
<td>3,119.8</td>
</tr>
<tr>
<td>Tels</td>
<td>Selah Interbed</td>
<td>879.9</td>
<td>972.6</td>
</tr>
<tr>
<td>Te</td>
<td>Esquatzel Member (SMB)</td>
<td>2,519.5</td>
<td>2,953.4</td>
</tr>
<tr>
<td>Telc</td>
<td>Cold Creek Interbed</td>
<td>822.0</td>
<td>759.8</td>
</tr>
<tr>
<td>Tu</td>
<td>Umatilla Member (SMB)</td>
<td>2,519.5</td>
<td>2,871.0</td>
</tr>
<tr>
<td>Telm</td>
<td>Mabton Interbed</td>
<td>830.0</td>
<td>782.3</td>
</tr>
<tr>
<td>Tpr</td>
<td>Lolo Flow$^{(a)}$ (Wanapum)</td>
<td>2,519.5</td>
<td>3,013.4</td>
</tr>
<tr>
<td>Tpr</td>
<td>Rosalia Flow$^{(a)}$ (Wanapum)</td>
<td>2,519.5</td>
<td>2,696.0</td>
</tr>
</tbody>
</table>

(a) These two basalt flows together form the Priest Rapids Member of the Wanapum Basalt. SMB = Saddle Mountains Basalt.
of the basalts have the same $V_s$ value from the downhole measurements, which reflects the recommendation of Rohay and Brouns (2007) after observing the very small layer-to-layer variations of the measured $V_s$ values.

$V_s$ and $V_p$ values were also obtained for the Columbia Generating Station (CGS) site with cross-hole measurements at six boreholes (Bechtel 2013). These measurements extended only to a depth of 105 ft (~32 m) from the surface, and included only the suprabasalt sediments. Bechtel (2013) also report that cross-hole measurements were made at the WNP-1 and WNP-4 sites. A deeper $V_s$ profile for the CGS site was developed using the shear-wave velocities in each stratigraphic layer from the WTP measurements. The cross-hole $V_s$ measurements at CGS, WNP-1, and WNP-4 are not used in developing the velocity profiles for the SMB stacks, because they relate only to the sediment layers above the basalts.

There are no direct measurements of $V_s$ values or density in the deeper WBs, the Grande Ronde basalts, the pre-Miocene sub-basalt sediments, or the crystalline basement. However, $V_p$ measurements down to the top of the basement are available from a number of deep sonic logs in the region, although none are from within the boundaries of the Hanford Site (e.g., Jarchow et al. 1994; Glover 1985). In addition, $V_p$ values for the deeper layers below the site region, including the basement, have been inferred from numerous seismic refraction surveys. Therefore, to develop deeper $V_s$ profiles, it was necessary to assume ratios between compression- and shear-wave velocities (Section 7.2.4).

### 7.2.2 Spectral Analysis of Surface Waves Measurements

Within the framework of the Hanford PSHA project, spectral analysis of surface waves (SASWs) measurements were made at several locations across the site. The SASW measurements were performed by Professor Ken Stokoe and colleagues from the University of Texas at Austin, using the Liquidator vibrator truck and arrays of 1-Hz geophones. The measurements were performed at a total of 12 locations on the site (Figure 7.10), all of which were chosen to be as close as possible to the locations of the instruments from which the recordings were obtained that were analyzed for estimation of the site kappa values (Section 7.3). The key objective of the SASW measurements was to provide characterization of the recording sites for the signals analyzed to estimate kappa.

At the HAWA location, where an accelerograph is located below ground within the Nike bunker, additional measurements were performed using hammer blows, as the excitation source, and higher frequency (4.5-Hz) geophones. The measurements in the bunker were subsequently repeated using accelerometers with an operational range of 2–25 kHz.

SASW measurements were only made at Site D (100-BC Area) among the five hazard calculation sites, although several of the instrument locations are close to hazard calculation points. The SASW measurements, however, were unable to resolve the velocity inversions associated with the basalt and interbed layers within the SMBs stack; for this reason these measurements were not used in the development of the profiles presented herein. The use of these measurements in the analyses of recordings from the Hanford Site to derive a kappa model is discussed in Section 7.3.
Development of Stratigraphic Profiles

The first stage in developing the profiles for the five hazard calculation sites was to develop profiles of the stratigraphy at each location. The profiles were developed by George Last (Last 2014) of PNNL using several sources of information to construct the stratigraphy, including contour maps for the top and bottom of the basalts from seismic refraction studies (e.g., Glover 1985). A typical example of the profiles developed by Last (2014) is shown in Figure 7.11 for Site C (CGS). For the stratigraphy of the stack of SMBs and the Ellensburg Formation interbeds, the information was mainly inferred from borehole and well logs on the Hanford Site—from databases generally developed for hydrogeology studies—located near the hazard calculation sites. An important point to note here is that relatively few of the wells and boreholes extend into the basalts and it was often the case that the closest deep borehole was at some distance from the hazard calculation site (Table 7.7), leading to appreciable uncertainty regarding the thicknesses—and in some cases, even the presence—of the different stratigraphic units at each location.

An important feature of the profiles, not captured explicitly in the profiles produced by Last (2014), is the presence of “flow tops” formed by the breaking up of the basalt into pieces (brecciation) and the presence of gas bubbles (vesiculation). Rohay and Brouns (2007) developed a three-layer model for the flow top of the each of the basalts encountered in the three boreholes at the WTP site. The thicknesses of these layers were identified from the borehole gravity meter measurements, and the corresponding reductions in $V_S$ values with respect to the main body of the basalt flow from the PS suspension logging measurements (because the downhole velocity measurements did not provide sufficient vertical
Figure 7.11. Stratigraphic profile from the surface to top of Wanapum Basalt (Last 2014).
Table 7.7. Summary of borehole information used to infer stratigraphic column at each of the hazard locations and associated uncertainties in layer characteristics (Last 2014).

<table>
<thead>
<tr>
<th>Site</th>
<th>Number and Proximity of Boreholes for Inferring the Stratigraphy at Each Location</th>
<th>Uncertainty in Unit Thickness (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>For the WTP site, there are deep boreholes at 45 m and 62 m from the reference location, as well as another two within about 310 m</td>
<td>Variations in thickness from 2.4 to 7 m in the upper part (down to Selah interbed) and 0.3 to 3.7 m below</td>
</tr>
<tr>
<td>B</td>
<td>Nearest borehole to top of basalts is 143 m away; thickness of SMB stack layers inferred from three deeper boreholes at distances from 1.7 to 2.5 km from reference location</td>
<td>Top of basalts constrained to within 3 m (as at Site A); unit thicknesses to within 3–6.7 m down through Esquatzel Member, 8.8–21 m below</td>
</tr>
<tr>
<td>C</td>
<td>Top of basalts from three boreholes at distances of 42 to 873 m; SMB unit thicknesses from four boreholes at distances of 4.2 to 5.5 km</td>
<td>Top of basalts to within 7 m; thicknesses vary by 15.2 to 26.5 m for SMB stack units</td>
</tr>
<tr>
<td>D</td>
<td>Upper part of SMB stack from three boreholes 7–8 km away, all in one direction (northeast) with respect to the site; lower parts of SMB from individual boreholes and isopach maps</td>
<td>Top of basalt constrained to within 10 m; thicknesses of units in upper part of SMB stack vary by 0.6 to 4.6 m, in lower units variation is up to 7 m. Actual uncertainty is probably higher because of the distance of boreholes.</td>
</tr>
<tr>
<td>E</td>
<td>Top of basalt from single borehole 176 m from the site; unit thicknesses in SMB stack from two boreholes located 1.5 and 3 km from the site.</td>
<td>Top of basalts may be good to within 10 m; unit thicknesses varied by up to 13 m</td>
</tr>
</tbody>
</table>

SMB = Saddle Mountains Basalt.

resolution). The density models for the flow tops are shown in Figure 7.12. Rohay and Brouns (2007) report the variations in the flow top thicknesses, but only the arithmetic mean thicknesses were used in building the stratigraphic profiles. The thickness of the flow top layers is considered to be a constant regardless of the thickness of the layer itself (Alan Rohay, personal communication, August 2, 2013). Therefore, wherever these same stratigraphic units were encountered, the velocities and densities in the uppermost part of the layers were modeled using the arithmetic mean values reported by Rohay and Brouns (2007).

As discussed below in Section 7.2.4, the development of the site-response profiles was based on the assumption that the dynamic properties of the units (\( V_S \) and \( \rho \)) are laterally homogeneous across the site. However, some of the units encountered at sites farther away from WTP were not present in the WTP profile (Figure 7.2), which means that assumptions had to be invoked regarding analogous units. These assumptions are summarized in Table 7.8. In most cases, this has simply involved assuming equivalence among the properties of the basalts and interbeds, respectively, which is supported by the consistency among their properties at the WTP site (Table 7.6).

A particular challenge regarded the interpretation of the thicker Umatilla Member, which is divided into the upper Sillusi flow and the underlying Umatilla flow; Figure 6.18 of Rohay and Brouns (2007) provides evidence of the presence of these two flows in the vicinity of the WTP site. The two separate flows in the Umatilla are also encountered within the stratigraphic profile at Site B (200-W). Reidel (1998) interprets the Umatilla and Sillusi flows as nearly time equivalent, with the Sillusi flow invading a still molten Umatilla flow and mixing with it. This is particularly evident in the Pasco Basin, where
Figure 7.12. Models for the densities within the basalt flow tops proposed by Rohay and Brouns (2007).
Table 7.8. Summary of assumptions made to develop the stratigraphic profiles in terms of units and their dynamic properties.

<table>
<thead>
<tr>
<th>Site</th>
<th>Stratigraphic Profile Construction</th>
<th>Unit Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Byron interbed ignored, following Rohay and Brouns (2007) who argue that it is very thin and probably discontinuous across the site. Also, thinner than density measurements interval so no meaningful density values.</td>
<td>None</td>
</tr>
<tr>
<td>B</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>C</td>
<td>Elephant Mountain flow top assigned also to the Ward Gap flow. Single Umatilla flow is assumed to be the Umatilla flow and not the Sillusi flow.</td>
<td>Ward Gap flow of Elephant Mountain unit same as the Elephant Mountain flow at WTP</td>
</tr>
<tr>
<td>D</td>
<td>Asotin Member not assigned flow top because none was seen in boreholes. Unnamed interbed below Asotin Member assumed to be continuation of Cold Creek Member. Single Umatilla flow is assumed to be the Umatilla flow and not the Sillusi flow.</td>
<td>Asotin basalt unit assigned the same properties as the Esquatzel basalt above it in the sequence.</td>
</tr>
<tr>
<td>E</td>
<td>Elephant Mountain flow top assigned also to the Ice Harbor Member and Ward Gap flow. Single Umatilla flow is assumed to be the Umatilla flow and not the Sillusi flow. Rosalia flow of Priest Rapids Member assumed absent because it was not encountered in all boreholes. Unnamed interbed below Lolo flow disregarded (as for Byron interbed at Site A).</td>
<td>Elephant Mountain properties assigned to Ice Harbor Member. Levy interbed assigned $V_s$ of 850 m/s and $\rho$ of 2 g/cm$^3$. Same assumptions as at Site C for Ward Gap flow.</td>
</tr>
</tbody>
</table>

Reidel (1998) states there is “only one massive cooling unit.” He does, however, recognize that in a few cases near the flow margins, there is a compositional change that corresponds to vesicular zones (or lobes) and thus, the Umatilla Member can be separated into two flows. Beneath the WTP site, Barnett et al. (2007) identify a breccia zone within the Umatilla Member that matches up with velocity data of Rohay and Brouns (2007), and this was used as the basis for separating the Umatilla Member into an upper (Sillusi) flow and lower (Umatilla) flow. In 200-West Area (Site B), historic data have called out two separate flows (without identifying a breccia zone). For the purposes of constructing the layers, the breccia zone identified within the Umatilla Member below the Sillusi flow is assumed to be covered by the flow top of the Umatilla flow and is not modeled separately. The available information regarding the presence of the two separate flows within the Umatilla Member at Sites C, D, and E is summarized in Table 7.8.

As noted previously, the profiles were required to extend down to the deep crystalline basement (Figure 7.13). The WBs have a total thickness on the order of 300 m. Below the Wanapum is the Grande Ronde Basalt layer, which has a thickness of around 2,200 m. The Saddle Mountain, Wanapum, and Grande Ronde basalts together form the Columbia River basalts (CRBs). Below the Grande Ronde basalts is a layer, with a thickness on the order of several kilometers, of pre-Miocene sediments, overlying the crystalline basement.
In terms of the deeper stratigraphy, the information was taken from the 3-D model of the Hanford Site and surrounding region developed by Thorne et al. (2014) as input to the 3-D simulations performed by Dr. Art Frankel to explore the possible presence of basin effects. The model was developed using regional geological maps, contour maps of the depth to the top of different units, and numerous profiles from seismic refraction surveys, particularly those of Glover (1985). In this model, the crystalline basement is at a depth of between 7 and 9.5 km at the five hazard calculation sites, implying a 5 to 6-km thickness of the sub-basalt sediments. An alternative model was developed in which the depths to the basement and the deeper units were inferred from gravity measurements, which leads to much thinner sub-basalt sediments layers and depths to the crystalline basement between 3.5 and 5 km. Views of the two models are shown in Figure 7.14.

Thorne et al. (2014) note that the interpretation of the gravity data is uncertain because of a lack of information about the density of the underlying rock strata. The GMC TI Team assessment was that the refraction-based profiles were more reliable, particularly in view of the multiple reversals of velocity and density values below the Hanford Site. Moreover, a recent model developed by Blakely et al. (2013) using gravity and magnetic data, plus a single borehole, also placed the crystalline basement at depths comparable to those indicated by the seismic refraction studies. Therefore, rather than develop two models or a model representing any weighted average of the two interpretations, only the model with the thicker sub-basalt sediment layer and the crystalline basement located at depths greater than 7 km was adopted for generating the site models. This model is also consistent with the interpretation of the crustal structure by the SSC TI Team (Section 4.10).
Figure 7.14. Models of the top-of-crystalline basement (3x vertical exaggeration) inferred from refraction studies (upper) and from gravity measurements (lower).
7.2.4 Development of $V_S$, $V_P$, and Density Profiles

To characterize the dynamic behavior of the Hanford Site, the stratigraphic profiles described in the previous section were transformed into profiles of shear-wave velocity ($V_S$) and mass density ($\rho$). The sequence of basalts and sedimentary interbeds of the SMB sequence has previously been shown to have a marked influence on seismic wave propagation (WCC 1981). For the development of the 3-D models for analysis of possible basin effects, Thorne et al. (2014) adopted the velocities and densities over different depths as summarized in Table 7.9.

<table>
<thead>
<tr>
<th>Depth Below Ground Surface, m</th>
<th>Seismic Velocities, m/s</th>
<th>Density (g/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hanford sediments 0–25 m</td>
<td>$V_S = 425$ m/s</td>
<td>$V_P = 800$ m/s</td>
</tr>
<tr>
<td>Hanford sediments 25–50 m</td>
<td>$V_S = 550$ m/s</td>
<td>$V_P = 880$ m/s</td>
</tr>
<tr>
<td>Hanford sediments 50–75 m</td>
<td>$V_S = 670$ m/s</td>
<td>$V_P = 1190$ m/s</td>
</tr>
<tr>
<td>Cold Creek unit</td>
<td>$V_S = 670$ m/s</td>
<td>$V_P = 1190$ m/s</td>
</tr>
<tr>
<td>Ringold Formation</td>
<td>$V_S = 2200$ m/s</td>
<td>$V_P = 3660$ m/s</td>
</tr>
<tr>
<td>Saddle Mountains Basalt &lt;125 m</td>
<td>$V_S = 2200$ m/s</td>
<td>$V_P = 3600$ m/s</td>
</tr>
<tr>
<td>Saddle Mountains Basalt 125–150 m</td>
<td>$V_S = 2500$ m/s</td>
<td>$V_P = 4300$ m/s</td>
</tr>
<tr>
<td>Saddle Mountains Basalt 150–350 m (+ Ellensburg sediments)</td>
<td>$V_S = 2000$ m/s</td>
<td>$V_P = 4000$ m/s</td>
</tr>
<tr>
<td>Wanapum Basalt &lt;425 m</td>
<td>$V_S = 2600$ m/s</td>
<td>$V_P = 4500$ m/s</td>
</tr>
<tr>
<td>Wanapum Basalt 425–500 m</td>
<td>$V_S = 2900$ m/s</td>
<td>$V_P = 5000$ m/s</td>
</tr>
<tr>
<td>Basalts &gt;500 m deep</td>
<td>$V_S = V_P/1.73$</td>
<td>$V_P = 5000$ m/s + 0.0001$x$(depth-500)</td>
</tr>
<tr>
<td>Sub-basalt sediments</td>
<td>$V_S = V_P/1.73$</td>
<td>$V_P = 3900$ m/s + 0.00015x depth</td>
</tr>
<tr>
<td>Crystalline basement</td>
<td>$V_S = 3500$ m/s</td>
<td>$V_P = 6100$ m/s</td>
</tr>
</tbody>
</table>

The information in Table 7.9 was used only to assign properties to the lower WBs and lower layers (Grande Ronde basalts, sub-basalt sediments and the crystalline basement). For the SMBs, Ellensburg sediment interbeds, and the Priest Rapids Member of the WBs, more detailed information is available from the extensive measurements made at WTP site. A key assumption was therefore that the properties of the different units are laterally homogeneous across the entire site, noting that the distances from WTP range from just over 1 km (Site A) to more than 25 km (Site E). However, as was noted previously, the consistency of the velocity and density values measured for the basalts and sedimentary interbeds vertically—see Table 7.6 and Figure 7.15 below—suggest that this is not an unreasonable assumption.

For performing earlier site-response analyses at the WTP location, Youngs (2007) followed the recommendation of Rohay and Brouns (2007) to use only the $V_S$ values obtained from the downhole measurements because the 1,000 Hz frequency associated with the PS suspension logging measurements was so far removed from the range of frequencies of engineering interest. The GMC TI Team gave careful consideration to this issue, and also sought views from resource experts (including Professor Ken Stokoe, Dr. Walt Silva, and Dr. Carl Costantino) regarding the reliability of the two types of measurements. On the one hand, the TI Team was advised that in order to reliably measure velocities in such hard materials as the SMBs, higher frequency (5–10 kHz) signals may be required than those used at WTP. On the other hand, the TI Team was persuaded that the PS suspension logging measurements are not without value (indeed, the velocity variations within basalt flowtops could only be determined from these measurements because of their greater vertical resolution than the downhole measurements) and
should not be rejected but rather retained as an indicator of the range of epistemic uncertainty in the velocity measurements. Professor Ken Stokoe informed the GMC TI Team that his comparisons of free-free tests with PS suspension logging measurements had suggested that the latter tended to overestimate the velocities. However, in the absence of a clear and unambiguous explanation for the differences between the two sets of velocity measurements in the basalt units, it was considered appropriate to retain both sets of $V_s$ values, although not necessarily with equal weighting.

For the deeper layers, the information from Table 7.9 was adopted, as noted above. The depths at which the Wanapum $V_s$ transitions from 2,600 m/s and from 2,900 m/s to the velocity gradient are taken as 325 and 400 m, respectively, because the profiles developed herein are expressed in terms of depths relative to the top of the SMBs rather than the ground surface. There is clearly and inevitably a degree of approximation here in assuming a thickness of 100 m for the suprabasalt sediments at all the sites, because the actual thickness of the near-surface sediments varies from 58 to 199 m.

The velocity gradients within the lower CRBs are given by these equations, in which velocities are in m/s and depth in meters:

$$V_s = 2900 + 0.058(depth - 400)$$ (7.1)
This equation is adapted very slightly from that proposed by Thorne et al. (2014) in Table 7.9 to simply make the $V_S$ profile continuous in the transition from the constant velocity of 2,900 m/s layer to the gradient that begins immediately below (and also to be referenced to the top of SMB rather than the ground surface). The shear-wave velocities in the sub-basalt sediment layer are given by the following equation:

$$V_S = 2254 + 0.087 * \text{depth}$$ \hspace{1cm} (7.2)

As was noted before, there are only measurements of $V_P$ in the lower layers, $V_S$ values being obtained from assumed ratios of $V_P/V_S$. The $V_P$ and $V_S$ values in Table 7.9 correspond to a ratio of 1.73 (i.e., the square root of 3, which corresponds to a Poisson’s ratio of 0.25). There is clear uncertainty regarding the actual ratio for the sub-basalt sediments, for which reason it was decided that a second value also be considered, for which a ratio of 2 was recommended (Alan Rohay, personal communication, 2012), which would imply a Poisson’s ratio of 0.33. This led to an alternative equation for the sub-basalt sediment velocities:

$$V_S = 1950 + 0.075 * \text{depth}$$ \hspace{1cm} (7.3)

The decision was taken to build separate profiles using Equations (7.2) and (7.3) for assigning shear-wave velocities in the sub-basalt sediments. The $V_S$ values in the Wanapum and Grande Ronde basalts were assigned in both cases using Equation (7.1); all other $V_S$ and density values were taken from Table 7.9, except for the SMB stacks (comprising the basalt units and Ellensburg Formation interbeds), which were constructed using the WTP measurements, as explained in Section 7.2.6. Figure 7.16 shows the two different profiles developed using the two models for the velocities in the pre-Miocene sediments above the crystalline basement. The model constructed using an assumed $V_P/V_S$ ratio of 2 leads to sharper velocity contrasts both between the basement and the sediment layer as well as between the top of the sediments and the CRBs. In Figure 7.16 it can be appreciated that the velocities in the upper layers are also different in the two profiles, which arises from the decision to retain both the downhole and PS suspension logging measurements. The treatment of the two sets of measurements, and their combinations with the two deeper profiles, is discussed in Section 7.2.6. Figure 7.17 shows the density profile, which is the same for both of the two velocity profiles shown in Figure 7.16.
Figure 7.16. Deep $V_s$ profiles at the five hazard calculation sites developed using $V_p/V_s$ ratios in the sub-basalt sediments of 1.73 (left) and 2.0 (right).

Figure 7.17. Density profiles at the five hazard calculation sites.
7.2.5 Selection of the Baserock Horizon

As noted at the beginning of this section, the ultimate goal of the Hanford PSHA is to provide a characterization of the ground motion hazard at the ground surface (or the foundation level of surface facilities on the site). One way to provide such output is to perform the hazard calculations in a way that accounts for the dynamic response of the near-surface layers so that the motions are calculated directly at the ground surface. This option was discounted for the Hanford PSHA project for the simple reason that the near-surface layers have not yet been characterized in detail at most of the facility locations on the site; the only location for which such calculations could currently be performed is the WTP location. For this reason, the approach adopted for the project was to calculate the hazard at a specified baserock elevation, so that surface motions could be subsequently calculated at each location when the characterization of the near-surface layers was obtained at some point in the future.

A key decision was therefore the selection of the baserock elevation. The natural choice would be the top of the SMBs, which would then require the downstream site-response analyses to model only the suprabasalt sediments of the Hanford and Ringold Formations (Figure 7.9). However, as has already been noted, the SMBs contain thick interbeds of the sediments of the Ellensburg Formation, which have lower densities and velocities than the basalts. If the top of the SMBs were selected as the baserock horizon, the stack of basalt and sediment interbeds would be treated as an elastic half-space in the subsequent site-response analyses. One of the assumptions regarding the behavior of an elastic half-space is that any downward propagating waves radiate away from the surface and none of the energy is reflected or refracted back toward the surface. Therefore, the question of whether the velocity reversals within the SMB stacks would undermine the assumption of an elastic half-space, and hence prevent the top of the basalts from being selected as the reference baserock horizon, had to be addressed.

This question was addressed by using the available information from the WTP site (Rohay and Reidel 2005; Rohay and Brouns 2007) to perform two sets of site-response calculations relevant to the estimation of surface motions:

1. Coupled analysis. This calculation estimates the response of the full profile (SMB stack and suprabasalt sediments) to a motion below the SMBs.
2. De-coupled analysis. This calculation is performed in two stages: a) the response of the SMB stack to a motion below the stack; and b) the response of the suprabasalt sediments to the motions at the top of the basalts, in which the SMB stack is treated as an elastic half-space.

The results of the two calculations are shown in Figure 7.18, from which it can be immediately appreciated that very different results are obtained. In particular, the de-coupled analysis leads to significant peaks in the amplification at frequencies just above 1 Hz and 5 Hz, which are not present in the amplification functions calculated from the coupled analysis using the complete profile. This leads to the clear conclusion that the SMB stack cannot be treated as an elastic half-space and therefore the baserock elevation for the interface between the hazard calculations and the subsequent site response could not be the top of the basalts.

The baserock elevation was required, therefore, to be below the SMB stack. The criterion for selecting this reference horizon was simply that it should be the first elevation encountered below the stack that could be treated as an elastic half-space. There are known flowtops at the top of both the Lolo and Rosalia flows of the Priest Rapids Member of the WBs, so it was judged appropriate to locate the
horizon below these flowtops, because they represent low-velocity layers and therefore create velocity reversals within the profile. However, based on the available information from boreholes in the vicinity of Site E, Last (2014) concluded that it was possible that the Rosalia flow was not present at that location. Because it was desirable to have a common reference baserock horizon across all five hazard calculation sites, the baserock elevation was defined as being at the base of the Lolo flowtop (in other words, at the top of the WBs, but not including the brecciated and vesiculated layers at the top of the uppermost Lolo basalt flow). This means, of course, that at Sites A–D, there is a known velocity reversal within the Wanapum due to the presence of the Rosalia flowtop. In reality, there are very likely to be several other flowtops within the deeper profile—see, for example, Thordarson and Self (1998)—but only those of the Lolo and Rosalia flows were penetrated by the WTP boreholes. To explore to what extent any deeper flow tops might influence the dynamic behavior of the assumed half-space, an experiment was conducted. For the WTP profile, the SMB stack and WB half-space were modified by introducing into the deeper basalts a series of flowtops, which are essentially those encountered in the SMBs introduced at arbitrary elevations (Figure 7.19). Using the modified profile, the response of the profile to the top of the SMBs with 0% damping in the WBs was calculated. The modified profile was then replaced with an equivalent layer of uniform velocity with damping, the rationale being that the baserock model would have an assigned kappa value that represents the effect of all layers below the SMBs. The response of the modified Wanapum profile was then compared with that of the equivalent uniform Wanapum half-space. As can be appreciated from Figure 7.20, the differences are small and it was concluded therefore that even if such flowtops are present, the response of the WBs can be adequately represented by an elastic half-space with kappa. The key point is that the presence of such flowtops in the WB would not influence the details of the response spectral shape.

Figure 7.18. Comparison of site amplification functions (ratio of surface motions to those at the top of an elastic half-space (EHS)) using coupled and de-coupled analyses.
Figure 7.19. Original and modified velocity (left) and density (right) profiles at the WTP site, with “flowtops” introduced into the Wanapum basalts.

Figure 7.20. Comparison of calculated response with flowtops in Wanapum Basalt and equivalent uniform velocity layer with damping represented by baserock kappa value.
An obvious consequence of selecting the top of the WBs as the baserock elevation is that the SMB stacks need to be included in the site-response analyses that will be conducted to transform the baserock hazard characterization into surface motions. Because the original scope of the project specified that those responsible for the downstream site-response analyses would only be charged with the characterization of the suprabasalt sediment layers, the GMC TI Team decided to develop the stack models to be used in the site-response analyses as part of the handover deliverables; the development of these profiles is described below in Section 7.2.6. Another motivation for the GMC TI Team to provide these profiles was the fact that the kappa estimates obtained from analysis of ground motion recordings at the Hanford Site effectively represent kappa at the top of the SMBs; it is important that the kappa value assigned to the Wanapum baserock (Section 7.3) and the damping assigned to the basalts and sediment interbeds of the stacks (Section 9.7.2) are consistent with the kappa estimates obtained for the top of the stack.

7.2.6 Profiles for the Saddle Mountains Basalt Stacks

As noted in the previous section, the baserock horizon at which the hazard is to be calculated is the base of the Lolo flowtop at the top of the WBs. The handover includes both the ground motion hazard at this horizon and models of the layers between this elevation and the top of the SMBs for use in the subsequent site-response analyses. These models of the profiles (that start at their base with the Lolo flowtop and include the full stack of SMBs and Ellensburg interbeds) need to define layer thicknesses and $V_s$, $\rho$, and damping in each of the layers, as well as nonlinear degradation and damping curves where appropriate (i.e., for the interbeds). The layer thicknesses are defined by the stratigraphic profiles whose development was described in Section 7.2.3. The density values are assigned to the layers using the values measured at WTP, which are presented in Table 7.9. The shear-wave velocities are also assigned using the values from WTP, also summarized in Table 7.9, but using two different sets of measurements, namely those from downhole $V_s$ measurements and those from PS suspension logging measurements. These were used to develop two separate profiles at each location, Profile 1 being based on the velocities from downhole measurements, and Profile 2 on those from PS suspension logging. The assessment of the GMC TI Team was that the $V_s$ values from downhole measurements are more reliable than those from PS logging, because the latter would have required the use of even higher frequencies for measurements in such stiff materials, but that the PS logging data should be included as representing the range of epistemic uncertainty rather than simply being ignored. The assessment of the TI Team was that the downhole measurements could be considered twice as reliable as the PS suspension logging measurements in this environment, leading to the assignation of relative weights of 2:1 to the profiles (Section 7.3). Figure 7.21 through Figure 7.25 show the five pairs of velocity and density profiles for the hazard calculation sites.

As will be recalled from Section 7.2.4, there are also two alternatives for the deeper profiles because of different models for the velocities in the sub-basalt sediments. Combined with the alternative models for the SMB stack velocities, these result in a total of four profiles at each location. However, as shown in Section 7.3.1 below, the dynamic responses are enveloped by two profiles, namely Profile 1 that combines the downhole $V_s$ values in the stack with the higher velocities in the sub-basalt sediments, and Profile two that combines the $V_s$ values in the stack obtained from suspension logging with the lower sub-basalt sediment velocities. Profile 2 is therefore characterized by higher velocity contrasts than Profile 1, at all depths.
Figure 7.21. Velocity and density profiles for the Saddle Mountains Basalt stack at Site A.

Figure 7.22. Velocity and density profiles for the Saddle Mountains Basalt stack at Site B.
Figure 7.23. Velocity and density profiles for the Saddle Mountains Basalt stack at Site C.

Figure 7.24. Velocity and density profiles for the Saddle Mountains Basalt stack at Site D.
The DOE consultant Dr. Carl Costantino also specified $V_p$ profiles as part of the required handover. Because $V_p$ values are not generally needed for site-response analyses, it is assumed that these would only be required for dynamic soil-structure interaction (SSI) calculations. It is not clear whether the profiles considered for such SSI calculations would penetrate into the SMB stacks, but recognizing that this is a possibility, the request for $V_p$ profiles was duly considered by the GMC TI Team. The conclusion of the TI Team’s deliberations is that there is considerable uncertainty in the available data. Therefore, rather than developing the $V_p$ profiles the TI Team has opted to include herein a summary of the available information about $V_p$ values in the SMBs and Ellensburg Formation interbeds, and also briefly discuss the implied $V_p/V_s$ ratios. The latter are of importance because all of the $V_s$ values assigned to units below the Priest Rapids Member of the Wanapum are estimated from $V_p$ profiles, determined from sonic measurements in a few offsite deep boreholes (e.g., Jarchow et al. 1994), and from seismic refraction studies (Glover 1985; Ludwin et al. 1991; Jarchow et al. 1994), but also because they could be used to convert the $V_s$ profiles provided in the handover into $V_p$ profiles.

Rohay and Reidel (2005) used the limited information available at the time of their study to infer $V_p/V_s$ ratios in the various units of the WTP profile. In the logic-tree formulation that they constructed for site-response estimations (Figure 3.2.1 in their report), they assigned a fixed value of 1.79 to the SMB layers. For the Ellensburg Formation interbeds, they considered ratios of 2.0, 2.3, and 2.6, which were assigned weights of 0.2, 0.3, and 0.5 respectively.

Rohay and Brouns’ (2007) focus was very much on developing profiles in terms of $V_s$ and $\rho$ for site-response analyses, and relatively little attention was given to $V_p$. Figure 3.2 in their report—reproduced here as Figure 7.26—shows $V_s$ and $V_p$ values from suspension logging in one of the WTP boreholes;
Figures 3.3 and 3.4 in the Rohay and Brouns (2007) report show similar profiles from two other boreholes. Without the numerical data only very approximate estimates can be made from these figures, but they indicate $V_p/V_S$ ratios of 2.5–3.0 in the interbeds and on the order of 1.8–1.9 in the basalt layers.

Rohay and Brouns (2007) do present tabulated $V_p$ and $V_S$ values from downhole measurements in Tables 3.1 and 3.2 of their report. There are two sets of results, these coming from measurements with a vibratory source of excitation and an impulsive source. The latter are very incomplete and only persist down to the Pomona Basalt, with $V_S$ results for all three boreholes and $V_P$ results for only one of them. Therefore, only the measurements from the vibratory source are reported here, and the results are summarized in Table 7.10.

The results obtained with the average (geometric mean) velocities from the three boreholes indicate ratios in the range of 1.9–2.1 for the basalt layers, and 2.4–2.7 for the interbeds. These values are quite different from the ratios of 1.73 used to assign shear-wave velocities to the deep basalts and 1.73–2.0 for the deep sediments. Figure 7.27 shows the same information as Figure 7.15, but now with the implied $V_S$-$\rho$ values for the deeper units also added, as well as the recommended relationship from Boore (2007), which is largely based on the work of Brocher (2005).
Table 7.10. Summary of \( V_P \) and \( V_S \) ratios from downhole measurements in WTP boreholes (Rohay and Brouns 2007) (velocities in m/s).

<table>
<thead>
<tr>
<th>Stratigraphic Unit</th>
<th>Borehole-Specific ( V_P/V_S )</th>
<th>Geomean Values</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C4493</td>
<td>C4496</td>
<td>C4497</td>
</tr>
<tr>
<td>Elephant Mountain</td>
<td>2.321</td>
<td>2.040</td>
<td>1.971</td>
</tr>
<tr>
<td>Rattlesnake Ridge IB</td>
<td>2.467</td>
<td>2.935</td>
<td>2.819</td>
</tr>
<tr>
<td>Pomona</td>
<td>2.011</td>
<td>1.870</td>
<td>1.949</td>
</tr>
<tr>
<td>Selah IB</td>
<td>3.137</td>
<td>2.737</td>
<td>1.848</td>
</tr>
<tr>
<td>Esquatzel</td>
<td>2.230</td>
<td>2.088</td>
<td>1.912</td>
</tr>
<tr>
<td>Cold Creek IB</td>
<td>2.552</td>
<td>2.079</td>
<td>2.715</td>
</tr>
<tr>
<td>Umatilla</td>
<td>2.096</td>
<td>2.047</td>
<td>2.053</td>
</tr>
<tr>
<td>Mabton IB</td>
<td>2.513</td>
<td>2.693</td>
<td>3.022</td>
</tr>
<tr>
<td>Priest Rapids</td>
<td>2.327</td>
<td>1.927</td>
<td>NA</td>
</tr>
</tbody>
</table>

Figure 7.27. \( V_S/V_P \) values for the shallow and deep units at the Hanford Site and the recommended relationship of Boore (2007).
7.3 Kappa Model and Target $V_S$ Profiles for the Hanford Site

The PSHA is conducted at the reference baserock horizon defined as the top of the Lolo flow at Hanford. A kappa model and target $V_S$ profiles were developed for the five PSHA locations. The kappa model characterizes kappa at the top of SMBs referred to as $\kappa_{\text{site}}$, kappa at the reference baserock horizon referred to as $\kappa_{\text{baserock}}$, and the associated damping in the overlying layers up to the top of SMB. Target $V_S$ profiles characterize subsurface conditions from the top of SMB to the crystalline basement and were used to develop the kappa model and the site amplification factors at the reference baserock horizon. Estimates of $\kappa_{\text{baserock}}$ and site amplification factors are used to adjust the GMPEs from their host regions to the reference baserock horizon at the five target PSHA sites at Hanford.

7.3.1 Target $V_S$ Profiles and Site Amplification Factors for the Hanford Site

Four candidate $V_S$ and density profiles were developed for each of the five hazard calculation sites at Hanford as discussed in Section 7.2. The $V_S$ profiles are shown in Figure 7.16 from the top of SMB down to the crystalline basement. At each site, all four candidate profiles have the same stratigraphy and thickness of layers and only differ in their $V_S$ values. Profiles 1 and 2 differ in the $V_S$ values for the layers from the top of SMB down to the top of the WB layer (downhole versus PS logging) and in the $V_S$ values for the sub-basalt sediments (different $V_P/V_S$ ratios). Profiles 1 and 4 share the same $V_S$ values below the WB layer and only differ in the SMB stack. Similarly, Profiles 2 and 3 share the same $V_S$ values below the WB layer.

Although all profile layers from the top of SMB down to the crystalline basement were used to develop the kappa model for the Hanford Site, the $V_S$ profiles below the top of Lolo flow define the target $V_S$ profiles for the hazard calculation sites and were used to develop target site amplification factors for the reference baserock horizon. Among the four target $V_S$ profiles below the reference baserock at each site, Profiles 1 and 4 only differ in their $V_S$ values in the top 63 m for Sites A, B, and C, 67 m for Site D, and 33 m for Site E. Similarly, Profiles 2 and 3 only differ in their $V_S$ values in the relatively thin top layer above the WB. Based on these similarities for Profiles 1 and 4 and Profiles 2 and 3, only two candidate target $V_S$ profiles (Profiles 1 and 2) were used to develop site amplification factors. Figure 7.28 presents the target $V_S$ profiles below the reference baserock horizon at the five hazard calculation sites at Hanford.

The square-root impedance (SRI) method, also known as the quarter wavelength (QWL) method, as implemented in the computer program SMSIM (Boore 2005), was used to develop target linear site amplification factors for the two candidate $V_S$ profiles at the five hazard calculation sites. Site amplification factors were computed at the reference baserock horizon (free surface) with respect to the half-space at the top of the crystalline basement. The factors are defined as the ratio of FAS of the ground motion at the surface of the velocity model to the ground motion that would have occurred at the surface of an equivalent constant-velocity half-space model where the layers above the reference depth are removed. The QWL method averages velocities and densities over a depth corresponding to one-quarter wavelength for each frequency. An angle of incidence of zero degrees at the source level was used in the analysis. Figure 7.29 presents the computed QWL linear site amplification factors for the two candidate target $V_S$ profiles at the five hazard calculation sites at Hanford. Note that the site amplification factors are generally comparable for the five hazard calculation sites as well as for Profiles 1 versus Profiles 2. Profiles 1 and 2 differ at high frequencies because of the difference in the $V_S$ values for the shallow layers of the profiles and in the low frequencies because of the difference in the sub-basalt sediments $V_S$ values.
Figure 7.28. Target $V_S$ profiles from the reference baserock horizon to the crystalline basement for the five hazard calculation sites at Hanford. Profiles 1 are shown on the left and Profiles 2 are on the right.

The sensitivity of the QWL site amplification factors to the use of a larger angle of incidence at the source was explored. Figure 7.30 presents a comparison of the QWL site amplification factors at Site A Profile 1 for an angle of incidence of zero versus 30 degrees. Using an angle of incidence of 30 degrees leads to a reduction of the site amplification factors. The maximum observed reduction is small, on the order of 4%. Despite the fact that the use of an angle of incidence of 30 degrees might be more appropriate for deep earthquakes, a zero degree angle of incidence was adopted for being more consistent with typical 1-D site-response analyses and for resulting in slightly more conservative site amplification factors and $V_S$ scaling factors.

The use of the full-resonant method as implemented in the computer program RATTLE (Boore 2005) was explored for the development of site amplification factors. This method provides site amplification computed from theoretical simulations of shear horizontal (SH) wave propagation in layered media accounting for constructive and destructive interference of all the reverberations in the layers. Amplification is computed using the propagator-matrix of Haskell (1960). Boore (2013) provides a detailed comparison of the QWL and the full-resonant methods and their impacts on the resulting site amplification factors. Figure 7.31 presents a comparison of the site amplification factors derived using both QWL and full-resonant methods at Site A Profile 1. The RATTLE site amplification was smoothed.
Figure 7.29. Target linear site amplification factors at the reference baserock horizon developed using the QWL method for the two candidate $V_S$ profiles at the five hazard calculation sites at Hanford with respect to the top of the crystalline basement. An angle of incidence (aoi) of zero degrees was used.

Figure 7.30. Comparison of QWL linear site amplification factors at Site A Profile 1 for an angle of incidence (aoi) at source of zero versus 30 degrees.
using the Konno and Ohmachi (1998) filter, smoothing the power of the spectrum over log frequency. Figure 7.31 shows that the difference in the derived site amplification factors for the two methods is small. Moreover, it is important to note that the resulting amplification from either method is only an approximation of the true amplification. Finally, because the QWL method is considered standard practice for calculating linear crustal amplification functions (e.g., Boore et al. 2013; Boore and Joyner 1997; Cotton et al. 2006; Renault et al. 2010; Bommer et al. 2014), and because the difference in amplification between the QWL method and RATTLE is small, the site amplification factors developed using the QWL method were adopted.

7.3.2 Kappa Components and Terminology

Kappa is a measure of the observed high-frequency decay of FAS of ground motion recordings. The mechanism causing the observed high-frequency fall-off has been subject to debate for the last 30 years. Detailed description of the origins of kappa can be found in Campbell (2009), Campbell et al. (2014) and Hashash et al. (2014). Here we present the terminology adopted by the TI Team to describe the different components of kappa.

Kappa estimated at a site for an individual earthquake recording is referred to as $\kappa_{\text{obs}}$ and reflects the combined effects of source ($\kappa_{\text{source}}$), path ($\kappa_{\text{path}}$), and site ($\kappa_{\text{site}}$) on spectral decay:

$$\kappa_{\text{obs}} = \kappa_{\text{source}} + \kappa_{\text{path}} + \kappa_{\text{site}}.$$  (7.4)

Over the years, researchers studied recordings of earthquakes at multiple distances from a single station and concluded that $\kappa_{\text{obs}}$ increases with source-to-site distance in a manner consistent with the effects of anelastic attenuation. The distance dependence of kappa represents the incremental attenuation due to the
horizontal propagation of shear waves through the crust. Zero-distance kappa, \( \kappa(0) \), can be obtained after removing the distance or path contribution to \( \kappa_{\text{obs}} \) and \( \kappa(0) \) becomes equal to the sum of \( \kappa_{\text{source}} \) and \( \kappa_{\text{site}} \). Assuming that average \( \kappa_{\text{source}} \) is negligible (Purvance and Anderson 2003; Van Houtte et al. 2011), \( \kappa(0) \) approximates \( \kappa_{\text{site}} \).

\( \kappa_{\text{site}} \) represents the attenuation due to the propagation of shear waves through subsurface materials below and near the site within distances of hundreds meters to a few kilometers, at least for normal crust in which velocities increase monotonically with depth. \( \kappa_{\text{site}} \) can be further divided into two components, \( \kappa_{\text{baserock}} \) and \( \kappa_{\text{profile}} \), representing the combined effects of intrinsic material damping and scattering in the competent basement rock and the shallower subsurface profile, respectively. \( \kappa_{\text{site}} \) can be written as follows:

\[
\kappa_{\text{site}} = \kappa_{\text{baserock}} + \kappa_{\text{profile}} \tag{7.5}
\]

\[
\kappa_{\text{baserock}} = \kappa_{\text{damping,b}} + \kappa_{\text{scattering,b}} \tag{7.6}
\]

\[
\kappa_{\text{profile}} = \kappa_{\text{damping,p}} + \kappa_{\text{scattering,p}} \tag{7.7}
\]

\( \kappa_{\text{damping}} \) represents the low strain hysteresis material damping or the frequency-independent \( Q \) in each of the underlying layers of the basement rock or the shallower profile. \( \kappa_{\text{scattering}} \) is caused by the scattering and reflection of high-frequency motions in the presence of velocity contrasts. Basement rock is generally considered to be a competent material with relatively high \( V_S \) and considerable thickness. Therefore, \( \kappa_{\text{scattering,b}} \) is expected to be negligible. \( \kappa_{\text{damping}} \) can be written as follows:

\[
\kappa_{\text{damping}} = \sum_i \frac{H_i}{\beta_i Q_i} \tag{7.8}
\]

where \( \beta_i \) and \( Q_i \) are the shear-wave velocity and quality factor (or energy loss parameter) for subsurface layer \( i \) with a depth \( H_i \), respectively. \( Q_i \) is related to material damping, \( \xi_i \) by

\[
\xi_i = \frac{1}{2Q_i} \tag{7.9}
\]

Kappa estimated using the Inverse Random Vibration Theory (IRVT) approach (Al Atik et al. 2013) is the average of \( \kappa_{\text{obs}} \) inferred from short distance scenarios (5, 10, and 20 km) and is referred to as \( \kappa_1 \). Assuming that the source contribution to kappa is negligible, and that the distance contribution to kappa is also negligible for the short distance scenarios considered, \( \kappa_1 \) approximates \( \kappa_{\text{site}} \).

### 7.3.3 Existing Estimates of Kappa for the Hanford Site

Existing kappa estimates on SMB at Hanford are described by Rohay and Riedel (2005). These estimates are the results of Dr. Walt Silva’s analyses in 2004 using recordings of 10 small and deep earthquakes located at distances of 36 to 86 km from the USGS station HAWA. These signals were recorded on the horizontal components of the broadband velocity instrument at HAWA located approximately 20 km to the south of WTP (Site A). Velocity data were sampled at 40 samples/sec resulting in a Nyquist frequency of 20 Hz. Using an anti-alias filter with a corner frequency of around 16 Hz, the highest usable frequency of these recordings was around 15 Hz, which resulted in a large uncertainty on the kappa estimates. Table 7.11 shows the catalog used in the analysis.
Table 7.11. Catalog of earthquakes recorded at station HAWA used in the 2004 kappa analysis.

<table>
<thead>
<tr>
<th>Station</th>
<th>Magnitude</th>
<th>Hypocentral Distance (km)</th>
<th>Hypocentral Depth (km)</th>
<th>Year, Day</th>
<th>Hr</th>
<th>Min</th>
<th>Sec</th>
<th>Com(a)</th>
<th>EQ Nb</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAWA</td>
<td>1.49</td>
<td>45.00</td>
<td>10.89</td>
<td>1999, 266</td>
<td>2</td>
<td>24</td>
<td>53.790</td>
<td>N</td>
<td>1</td>
</tr>
<tr>
<td>HAWA</td>
<td>3.25</td>
<td>45.84</td>
<td>12.38</td>
<td>1999, 262</td>
<td>11</td>
<td>11</td>
<td>52.919</td>
<td>N</td>
<td>2</td>
</tr>
<tr>
<td>HAWA</td>
<td>2.55</td>
<td>86.37</td>
<td>13.48</td>
<td>2001, 114</td>
<td>13</td>
<td>21</td>
<td>29.899</td>
<td>N</td>
<td>3</td>
</tr>
<tr>
<td>HAWA</td>
<td>1.51</td>
<td>43.57</td>
<td>13.19</td>
<td>2001, 154</td>
<td>11</td>
<td>51</td>
<td>58.540</td>
<td>N</td>
<td>4</td>
</tr>
<tr>
<td>HAWA</td>
<td>2.63</td>
<td>66.48</td>
<td>20.08</td>
<td>2001, 158</td>
<td>12</td>
<td>45</td>
<td>42.639</td>
<td>N</td>
<td>5</td>
</tr>
<tr>
<td>HAWA</td>
<td>3.17</td>
<td>80.96</td>
<td>11.04</td>
<td>2003, 15</td>
<td>3</td>
<td>41</td>
<td>58.400</td>
<td>E, N</td>
<td>6</td>
</tr>
<tr>
<td>HAWA</td>
<td>1.63</td>
<td>44.67</td>
<td>17.79</td>
<td>2003, 35</td>
<td>16</td>
<td>33</td>
<td>39.580</td>
<td>E, N</td>
<td>7</td>
</tr>
<tr>
<td>HAWA</td>
<td>2.63</td>
<td>68.85</td>
<td>8.78</td>
<td>2003, 54</td>
<td>7</td>
<td>54</td>
<td>.140</td>
<td>E, N</td>
<td>8</td>
</tr>
<tr>
<td>HAWA</td>
<td>1.81</td>
<td>42.16</td>
<td>22.10</td>
<td>2003, 134</td>
<td>4</td>
<td>59</td>
<td>43.770</td>
<td>E, N</td>
<td>9</td>
</tr>
<tr>
<td>HAWA</td>
<td>1.58</td>
<td>35.80</td>
<td>8.72</td>
<td>2004, 230</td>
<td>19</td>
<td>44</td>
<td>51.400</td>
<td>E, N</td>
<td>10</td>
</tr>
</tbody>
</table>

(a) Single horizontal component available.

Dr. Walt Silva applied the inversion process to provide kappa estimates. The usable frequency bandwidth for each shear-wave FAS was determined based on visual inspection not exceeding a maximum frequency of 15 Hz. The inversion bandwidth is magnitude-dependent, generally extending to lower frequency as magnitude increases and distance decreases. The inversion process treats multiple earthquakes and sites simultaneously to constrain the common path damping parameter Q(f). Source, path, and site parameters are obtained using nonlinear least-squares fit to the FAS using the point-source model (Boore 1983; EPRI 1993). Parameters that can be determined from the inversion scheme are kappa (κ<sub>site</sub>), Q<sub>0</sub> (value of Q(f) at a frequency of 1 Hz), η (frequency-dependent path Q), M, and corner frequency (stress drop). Crustal amplification is accommodated in the inversion scheme by incorporating appropriate transfer functions (source depth to surface) in estimating the point-source surface spectra. The procedure uses the Levenberg-Marquardt algorithm (Press et al. 1986) with the inclusion of the second derivative. The parameter covariance matrix was examined to determine which parameters may be resolved for the data set. Asymptotic standard errors were computed at the final iterations.

The inversions were done on log-amplitude spectra (vector sum of the two horizontal components). To reduce the potential for non-uniqueness in the inversion results, a suite of starting models were used. The final set of parameters was selected based on a visual inspection of the model fit to the FAS, the chi-square values, and the parameter covariance matrix. Because of the narrow frequency bandwidth and the limited distance, geometric spreading was fixed at 1/R and Q(f) was fixed at 500(f)<sup>0.6</sup>. The stress drop was calculated from the moment and corner frequency using the relation

\[ f_c = \beta \left( \frac{\Delta \sigma}{8.44 M_0} \right)^{1/3} \]  

Table 7.12 presents the results of the inversions along with the parameters starting values. The fits to the FAS are shown in Figure 7.32. Rohay and Riedel (2005) note that the small stress drop values obtained from the inversions are not considered reliable given the high-frequency limitations of the recordings. The best-estimate κ<sub>site</sub> on SMB at HAWA was 0.024 sec. Sensitivity analyses varying Q(f)
and the geometrical attenuation suggested that, for reasonable values of both parameters, the $\kappa_{site}$ estimate of 0.024 sec was reasonably stable. Dr. Silva assessed the sensitivity of the estimated $\kappa_{site}$ to the crustal amplification function. Figure 7.33 shows the three crustal amplification functions used in the inversions. These functions result in $\kappa_{site}$ values of 0.024 sec for the soil plus rock function and 0.022 sec for the remaining two functions. It came to light through discussions during Workshop 1 that Dr. Silva was supplied with a velocity profile for location other than HAWA (because the recording station lies on SMB with minimal soil cover), but that this had not been clearly communicated, so Dr. Silva had worked on the assumption of the profile being for the HAWA site.

<table>
<thead>
<tr>
<th>Magnitude</th>
<th>Stress Drop, bars</th>
<th>Hypocentral Distance, km</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Starting Value</td>
<td>Final Value</td>
</tr>
<tr>
<td>1.49</td>
<td>2.03</td>
<td>0.1</td>
</tr>
<tr>
<td>3.25</td>
<td>2.94</td>
<td>0.1</td>
</tr>
<tr>
<td>2.55</td>
<td>2.31</td>
<td>0.1</td>
</tr>
<tr>
<td>1.51</td>
<td>1.96</td>
<td>0.1</td>
</tr>
<tr>
<td>2.63</td>
<td>2.47</td>
<td>0.1</td>
</tr>
<tr>
<td>3.17</td>
<td>2.51</td>
<td>0.1</td>
</tr>
<tr>
<td>1.63</td>
<td>2.02</td>
<td>0.1</td>
</tr>
<tr>
<td>2.63</td>
<td>2.54</td>
<td>0.1</td>
</tr>
<tr>
<td>1.81</td>
<td>2.23</td>
<td>0.1</td>
</tr>
<tr>
<td>1.58</td>
<td>2.14</td>
<td>0.1</td>
</tr>
</tbody>
</table>

(a) Starting magnitudes from coda length.
Initial $\kappa_{site}$ = 0.02 sec, 0.04 sec; final $\kappa_{site}$ = 0.024 sec.

Given the limited quality and quantity of the analyzed recordings, Rohay and Riedel (2005) estimated the uncertainty in the mean $\kappa_{site}$ estimate by applying a factor of 1.3 leading to three candidate $\kappa_{site}$ values of 0.018, 0.024, and 0.031 sec with weights of 0.3, 0.4, and 0.3, respectively. This uncertainty is larger than the typical assumption that the ±30 percent factor represents a 90-percent confidence interval. Because no additional data were available, the updated site-response study for the WTP site conducted by Youngs (2007) adopted the uncertainty distribution for $\kappa_{site}$ developed by Rohay and Riedel (2005).
Figure 7.32. Comparison of inversions FAS (initial and final) to recordings FAS in Rohay and Riedel (2005). Recording spectra are shown as the solid lines and initial and final spectra are shown as dashed and dashed-dotted lines, respectively.
7.3.4 New Estimates of Kappa for the Hanford Site

New estimates of $\kappa_{site}$ on SMB and WBs were developed for the Hanford Site. These estimates are based on two approaches: the inversion process applied by Dr. Walt Silva and the Anderson and Hough (1984) approach applied by the TI Team. Analyzed data consist of subsets of windowed FAS provided by Dr. Alan Rohay.

The data set processed and compiled by Dr. Alan Rohay consists of windowed FAS of 59 earthquakes recorded in the 2005 to 2013 time frame at six sites within and around the Hanford Site. Table 7.13 summarizes the magnitude, distance, and hypocentral depth ranges of the processed recordings. The locations of the six recording sites are shown in Figure 7.34. Only the HAWA station is located within the Hanford Site; the E07A and E08A stations are located at relatively short distances to the west and east of the site, respectively. Stations F07A, D08A, and E09A are more remote at distances from 60 km to more than 100 km from the site.
Table 7.13. Summary of recordings compiled and processed by Dr. Alan Rohay. BB and Acc refer to recordings on the broadband velocity instrument and the accelerograph instrument, respectively.

<table>
<thead>
<tr>
<th>Station Name</th>
<th>Number of Recordings</th>
<th>Magnitude Range</th>
<th>Epicentral Distance Range (km)</th>
<th>Hypocentral Depth Range (km)</th>
<th>Analogy for</th>
</tr>
</thead>
<tbody>
<tr>
<td>D08A/WOLL</td>
<td>41</td>
<td>2.3–3.8</td>
<td>47–175</td>
<td>0–18</td>
<td>WB</td>
</tr>
<tr>
<td>E07A/CCRK</td>
<td>53</td>
<td>2–3.8</td>
<td>26–137</td>
<td>0–22</td>
<td>SMB</td>
</tr>
<tr>
<td>E08A/DDRF</td>
<td>56</td>
<td>2–3.8</td>
<td>11–165</td>
<td>0–22</td>
<td>SMB</td>
</tr>
<tr>
<td>E09A TUCA</td>
<td>47</td>
<td>2–3.8</td>
<td>54–221</td>
<td>0–22</td>
<td>WB</td>
</tr>
<tr>
<td>F07A/PHIN</td>
<td>44</td>
<td>2.3–3.8</td>
<td>42–154</td>
<td>0–22</td>
<td>SMB</td>
</tr>
<tr>
<td>HAWA</td>
<td>58 (BB)</td>
<td>2–3.8</td>
<td>11–148</td>
<td>0–22</td>
<td>SMB</td>
</tr>
<tr>
<td></td>
<td>4 (Acc)</td>
<td>3.2–3.7</td>
<td>21–112</td>
<td>1–13</td>
<td>SMB</td>
</tr>
</tbody>
</table>

Figure 7.34. Location of broadband stations (green triangles) superimposed on the state-wide map of soil classes developed by the Washington Department of Natural Resources.

The stations were selected because they are located on basalts covered by at most a few meters of sediments, and may be considered analogs for the buried basalt horizons at the locations within the Hanford Site for which the ground motion model is being developed. Two of the stations—D08A and E09A—are analogs for the deeper WB, and the E09A station is actually located on the lower Grande
Ronde (GR) basalts. The other four stations are located on top of SMB. With the exception of four recordings at HAWA, which were recorded on both broadband velocity and accelerograph instruments, all the stations have only broadband velocity instruments (US Array or Transportable Array) with a sampling rate of 40 samples/sec and a high-frequency limit of 18 Hz, which corresponds to the corner frequency of the filter used. The accelerograph recordings have a sampling rate of 200 samples/sec and a high-frequency limit of 80 Hz.

### 7.3.4.1 Kappa Estimates from the Inversion Approach

Dr. Walt Silva applied the inversion approach to estimate $\kappa_{\text{site}}$ at the six recording stations (HAWA, D08A, E07A, E08A, E09A, and F07A). The data set analyzed is summarized in Table 7.14 and consisted of 15 earthquakes recorded at the 6 stations in the 2005–2013 time frame in addition to the 10 recordings at HAWA from the 2004 study (Rohay and Riedel 2005). The final report provided by Dr. Silva describing the inversions analysis and the obtained results is included in Appendix I.

The 2005–2013 recordings were selected based on comparison of signal-to-noise levels while maximizing the number of stations with common recordings and only using deep earthquakes (with hypocentral depth greater than 5 km) to fully sample the supra-WB sediments and avoid double paths in the sediments from down-going paths at distance sites. The usable bandwidth for each FAS was site- and earthquake-specific, selected based on visual inspection of the pre-event FAS noise levels compared to the windowed shear-wave FAS with the maximum frequency never exceeding the estimated highest usable frequencies constrained by the filters (15 Hz for the 2004 data set, 18 Hz for the velocity instrument recordings for the 2005–2013 data set, and 80 Hz for the accelerograms). The 2004 HAWA data set suffered from problems with the response function and failure of one horizontal component. A new seismometer was installed at HAWA in 2005 and the subsequently recorded data had better quality; hence the different estimated highest usable frequencies at HAWA.

**Table 7.14.** Summary of recordings analyzed to provide new kappa estimates for the Hanford Site using the inversion approach.

<table>
<thead>
<tr>
<th>Station Name</th>
<th>Number of Recordings</th>
<th>Magnitude Range</th>
<th>Hypocentral Distance Range (km)</th>
<th>Hypocentral Depth Range (km)</th>
<th>Analogy for</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAWA04$^{(a)}$</td>
<td>10</td>
<td>1.49–3.25</td>
<td>36–86</td>
<td>8.7–22.1</td>
<td>SMB</td>
</tr>
<tr>
<td>HAWA05-13$^{(b)}$</td>
<td>15</td>
<td>2.4–3.4</td>
<td>32–149</td>
<td>5.7–21.9</td>
<td>SMB</td>
</tr>
<tr>
<td>E07A</td>
<td>10</td>
<td>2.4–3.4</td>
<td>39–138</td>
<td>6.4–21.9</td>
<td>SMB</td>
</tr>
<tr>
<td>E08A</td>
<td>12</td>
<td>2.4–3.4</td>
<td>25–140</td>
<td>6.4–21.9</td>
<td>SMB</td>
</tr>
<tr>
<td>F07A</td>
<td>9</td>
<td>2.4–3.4</td>
<td>46–118</td>
<td>6.4–21.9</td>
<td>SMB</td>
</tr>
<tr>
<td>D08A</td>
<td>8</td>
<td>2.4–3.4</td>
<td>48–152</td>
<td>6.4–18.0</td>
<td>WB</td>
</tr>
<tr>
<td>E09A</td>
<td>10</td>
<td>2.4–3.4</td>
<td>56–170</td>
<td>9.2–21.9</td>
<td>WB</td>
</tr>
</tbody>
</table>

(a) Recordings at HAWA analyzed in 2004 (Rohay and Riedel 2005).
(b) Earthquakes recorded at HAWA in the 2005-2013 time frame.
A feature of the inversion scheme that was used in this study is the flexibility to group stations for which kappa is determined. This feature allowed separate grouping of the SMB and WB analog stations as well as separating the recordings from the 2004 analysis to evaluate the differences between the 2004 kappa results at HAWA (HAWA04) and those of the more recent recordings (HAWA05-13). Similar to the 2004 analysis, Q(f) was fixed at 500(f)0.6 and not determined from the inversions due to the frequency bandwidth limitations as well as the limited number of recordings with distance exceeding 100 km, which would lead to strong coupling between, Q0, kappa, and Rc (cutoff distance from 1/R to 1/R geometrical attenuation). This assumed Q(f) exceeds the estimated Q(f) = 300(f)0.4 from Phillips et al. (2014) for the Hanford region. Dr. Silva explains that the larger assumed Q(f) in the inversions compensates for the presumed exclusion of kappa in the Phillips et al. (2014) study. The TI Team, however, is of the view that Phillips et al. (2014) did account for kappa in their study through the inclusion of a site term which accounts for both amplification and kappa effects. Rc was fixed at 80 km and inversions were done for ∆σ (fc), magnitude, and kappa. Starting values for ∆σ and kappa were set at 5 bars and 0.04 sec, respectively.

The VS and density profiles at the sites of the six recording stations were developed by the TI Team and provided to Dr. Silva. To construct the stratigraphic profiles, the depths from the surface to the different stratigraphic units were supplied by George Last at PNNL with input and support from Paul Thorne and Alan Rohay. The depths of deeper layers (below the top of WB) were extracted from the 3-D model constructed by Paul Thorne for use by Art Frankel in his ground motion simulations for the Hanford Site. The depth to basement was based on Glover (1985), as discussed in Section 7.2. The velocity profiles in the suprabasalt sediments were taken from the recent SASW measurements at the locations shown in Figure 7.34 and from earlier work at WTP. VS values in deeper units were assigned according to Table 7.9.

Three crustal amplification functions from a source at a depth around 10 km to the surface were evaluated as part of the inversions process and are shown in Figure 7.35. The crustal models consist of 1) an average regional model with a shear-wave velocity of 2,080 m/sec and 3,430 m/sec at the surface and at 10-km depth, respectively, 2) smoothed site amplification of the velocity profile at HAWA from the crystalline basement with a shear-wave velocity of 3,500 m/sec to the surface concrete floor of the Nike bunker with a shear-wave velocity of 1,500 m/sec, and 3) smoothed site amplification of the velocity profile at D08A (WB site). The average regional model was provided to Dr. Silva by Alan Rohay through personal communication while the HAWA and D08A VS and density profiles were provided the TI Team. Crustal amplification functions for HAWA and D08A shown in Figure 7.35 were computed and smoothed by Dr. Silva.

Three cases were investigated with the inversions listed in Table 7.15. Case 1 consisted of estimating eight kappa values with the corner frequencies for the 2004 data set being free and the Hanford crustal amplification function applied to all sites. Low kappa values were estimated at SMB analogs E08A and HAWA04 and WB analogs D08A and E09A. This set of inversions also resulted in inconsistent kappa values at HAWA between the 2004 data set and the 2005–2013 data set. The discrepancy in kappa values at HAWA was presumed to be due to the existence of two possible solutions for the inversions. While the best solution (minimum chi-square) resulted in corner frequencies for the 2004 data below 15 Hz and very low stress drops (<1 bar), another solution exists with corner frequencies exceeding 15 Hz and is not resolvable with the 15 Hz high-frequency limit.
Figure 7.35. Hanford Site amplification functions used in the new kappa inversions analysis.

Table 7.15. Kappa estimates from inversions for the 2004 and the 2005–2013 data sets.

<table>
<thead>
<tr>
<th>Station</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAWA05-13</td>
<td>0.061</td>
<td>0.061</td>
<td>0.064</td>
</tr>
<tr>
<td>E07A</td>
<td>0.068</td>
<td>0.068</td>
<td>0.072</td>
</tr>
<tr>
<td>E08A</td>
<td>0.010</td>
<td>0.010</td>
<td>0.034</td>
</tr>
<tr>
<td>F07A</td>
<td>0.056</td>
<td>0.056</td>
<td>0.061</td>
</tr>
<tr>
<td>HAWA04</td>
<td>0.022</td>
<td>0.058</td>
<td>0.058</td>
</tr>
<tr>
<td>D08A</td>
<td>0.015</td>
<td>0.015</td>
<td>0.039</td>
</tr>
<tr>
<td>Station</td>
<td>Case 1</td>
<td>Case 2</td>
<td>Case 3</td>
</tr>
<tr>
<td>---------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>7</td>
<td>E09A</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>HAWA BB</td>
<td>0.056</td>
<td>0.056</td>
</tr>
</tbody>
</table>

Case 1: Hanford crustal amplification at all sites.
Case 2: Hanford crustal amplification at all sites, 2004 earthquakes, $M < 2$, $f_c$ fixed $> 15$ Hz.
Case 3: WANAPUM (D08A) crustal amplification at E08A, D08A, E09A; HAWA amplification at remaining sites, 2004 earthquakes, $M < 2$, $f_c$ fixed $> 15$ Hz.
HAWA05-13: HAWA recordings from the 2005-2013 period.
HAWA04: HAWA recordings from the 2004 study.
HAWA BB: Two HAWA accelerograph recordings from the 05-13 earthquake suite.

The discrepancy in kappa estimates at HAWA prompted re-evaluation of the highest usable frequency for the 2004 data. Dr. Alan Rohay advised that a maximum usable frequency for the 2004 can be extended to 16 Hz (Dr. Alan Rohay, personal communication). As a result of the high-frequency limit extension, the inconsistency in the kappa estimates at HAWA was resolved in Case 2 by fixing the corner frequencies to be greater than 15 Hz for the 2004 earthquakes with magnitude less than 2. Kappa increased for HAWA04 from 0.022 sec to 0.058 sec, now generally consistent with HAWA05-13 and HAWA BB results. In addition, the stability of the remaining kappa estimates between Cases 1 and 2 suggested little coupling between sites in the inversions. It is important to note that the 2004 HAWA dataset was not used in this study to provide a kappa estimate at HAWA but simply as a consistency check with kappa estimated using the more recent dataset.

As shown in the Estimation of Kappa report (Appendix I, Figure 6), the SMB site E08A shows high-frequency characteristics that are more similar to the WB sites D08A and E09A (Appendix I, Figures 8 and 9) than to the remaining SMB sites HAWA (Appendix I, Figures 2, 3, and 4), E07A (Appendix I, Figures 5), and F07A (Appendix I, Figure 7). Therefore, for Case 3, the crustal amplification function for WB profile D08A was applied to the WB sites (D08A and E09A) as well as the SMB site E08A resulting in an increase in kappa estimates for these three sites as shown in Table 7.15. Differences in kappa between the SMB and the WB sites are apparent in Table 7.15. Kappa estimates at the sites of the recording stations obtained from Case 3 inversions were adopted by the TI Team because they show consistency in the kappa estimates at HAWA between the 2004 and the 2005-2013 recordings and because they use WB-specific crustal amplification for the WB sites (D08A and E09A) and E08A and SMB-specific crustal amplification for the rest of the SMB sites.

Figure 7.36 through Figure 7.38 show sample comparisons of the model fits to the smoothed FAS for HAWA, F07A, and D08A sites for Case 3. The complete set of comparison plots for Case 3 at all sites can be found in Appendix I. A total of 14 out of the set of 25 earthquakes analyzed were judged to have corner frequencies with potentially meaningful stress drops. The median stress drop estimate was 19.7 bars (fitting on log FAS) with a $\sigma_{in}$ of about 0.4. As a result of the inversions, earthquake magnitudes changed from their catalog values by significant amounts ($\approx 0.5$ unit) in some cases. It is important to note that earthquake magnitudes obtained from the inversions have no implications for the reliability of the catalog values since those were compiled separately and uniformly as described in Chapter 6.0. These magnitude changes may have impacted the kappa estimates from the inversions and this was accommodated through the large uncertainty placed on kappa in the target kappa logic tree (Figure 7.61).
Figure 7.36. Comparison of inversions FAS (initial and final) and recording FAS at SMB site HAWA for the 15 earthquakes recorded at the Transportable Array (TA) array station in the 2005–2013 time frame.
Figure 7.36. (contd)
Figure 7.37. Comparison of inversions FAS (initial and final) and recording FAS at SMB site F07A.
The TI Team evaluated the $\kappa_{\text{site}}$ values from the inversions in relation to the stratigraphy at the sites of the recording stations. Figure 7.39 presents $\kappa_{\text{site}}$ as a function of the thickness of different stratigraphic formations at the stations (suprabasalt sediments or top soil, CRBs, Ellensburg Formation interbeds, and sub-basalt sediments). A strong correlation can be observed between $\kappa_{\text{site}}$ and the thicknesses of the CRBs and the sub-basalt sediments. Moreover, linear regressions of $\kappa_{\text{site}}$ on the thicknesses of the different formations revealed significant relationships.

Figures 7.38. Comparison of inversions FAS (initial and final) and recording FAS at WB site D08A.

7.56
stratigraphic formations revealed that most of $\kappa_{\text{site}}$ can be explained by the thickness of sub-basalt sediments which range in depth from 1.9 to 5.2 km and in thickness from 0.7 to 6.5 km. Based on these observations, the TI Team concluded that for the deep earthquakes analyzed using the inversion approach, the entire depth of profile down to the crystalline basement contributed to the inferred $\kappa_{\text{site}}$ at the stations. This conclusion contradicts the commonly accepted idea that damping in the top 1- to 2-km depth of profiles generally contributes to $\kappa_{\text{site}}$ (Silva and Darragh 1995). While the 1- to 2-km profile depth assumption might be true for a typical profile with increasing shear-wave velocity with depth, it does not hold true for the unusual velocity profiles at the Hanford Site due to the velocity reversals and the presence of the deep sub-basalt sediments layer with lower $V_s$ values. The relatively large $\kappa_{\text{site}}$ values at the recording stations support the conclusion that the entire profile depth contributes to kappa. This concept of kappa being caused by damping contributions from deep sediments (i.e., 5 km or deeper) was also proposed in Campbell (2009).

![Figure 7.39](image)

**Figure 7.39.** $\kappa_{\text{site}}$ at the recording stations versus thickness of suprabasalt sediments, Columbia River basalts, Ellensburg Formation interbeds, and sub-basalt sediments.
Dr. Silva evaluated the epistemic uncertainty in the median kappa estimate for the eight sites by varying fixed parameters ($Q_0, \eta, R_c$, crustal amplifications) and assessing their impacts on the final kappa estimates. Table 7.16 shows the change in median kappa for a given change in each parameter as well as the starting models for $\Delta \sigma$ and kappa. Table 7.16 shows that the strongest coupling occurs between kappa and $\eta$ with a reduction in median kappa by 50% when $\eta$ is reduced by 40%. The kappa estimates should therefore be viewed as being strongly dependent on the assumed $Q(f)$. Epistemic uncertainty in kappa due to analyzing different subsets of data was evaluated by considering the impact of using different subsets of data on the kappa estimates at HAWA. These results suggest a difference of 4–5% in kappa. The impact of smoothing the FAS on the resulting kappa estimates was also assessed and a difference in kappa values due to using smoothed versus unsmoothed FAS of about 2% was observed.

Based on the results of this sensitivity analysis, the TI Team adopted lower estimates of $\kappa_{\text{site}}$ at the stations obtained by dividing Dr. Silva’s best estimates by 1.4. Given that no parameter variation led to an increase in $\kappa_{\text{site}}$ by 40%, the factor 1.4 was not applied symmetrically to obtain the upper estimates of $\kappa_{\text{site}}$. Instead, guided by the results in Table 7.16, the upper estimates were obtained by multiplying the best estimates of $\kappa_{\text{site}}$ by 1.1.

<table>
<thead>
<tr>
<th>Parameter Variations</th>
<th>Change in Median Kappa (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_0/1.5$</td>
<td>$\kappa/1.1$</td>
</tr>
<tr>
<td>$Q_0 * 1.5$</td>
<td>$\kappa * 1.1$</td>
</tr>
<tr>
<td>$\eta/1.5$</td>
<td>$\kappa/1.4$</td>
</tr>
<tr>
<td>$\eta * 1.5$</td>
<td>$\kappa * 1.1$</td>
</tr>
<tr>
<td>$R_c/1.5$</td>
<td>$\kappa * 1.01$</td>
</tr>
<tr>
<td>$R_c * 1.5$</td>
<td>$\kappa * 1.004$</td>
</tr>
<tr>
<td>$\kappa/2$</td>
<td>$\kappa * 1.09$</td>
</tr>
<tr>
<td>$\kappa * 2$</td>
<td>$\kappa * 1.004$</td>
</tr>
<tr>
<td>$\Delta \sigma/2$</td>
<td>$\kappa * 1.01$</td>
</tr>
<tr>
<td>$\Delta \sigma * 2$</td>
<td>$\kappa * 1.004$</td>
</tr>
<tr>
<td>amp/1.3$^{(a)}$</td>
<td>$\kappa * 1.05$</td>
</tr>
</tbody>
</table>

(a) Hanford crustal amplification was replaced with unity. Note relative difference for individual sites varied up to about 10%.

### 7.3.4.2 Kappa Estimates from the Anderson and Hough (1984) Approach

The TI Team applied the Anderson and Hough (1984) approach to estimate the $\kappa_{\text{site}}$ of the locations of the six stations (HAWA, E07A, E08A, E09A, F07A, D08A) using a subset of the S-wave window FAS compiled and processed by Dr. Alan Rohay. Anderson and Hough (1984) modeled the observed high-frequency decay of FAS of ground motion recordings as follows:

$$a(f) = A_0 \exp(-\pi \kappa_{\text{obs}} f) \quad \text{for } f > f_E \quad (7.11)$$

where $f_E$ is the frequency above which the decay of $\ln(a(f))$ versus $f$ is linear, $A_0$ is a source and propagation path dependent amplitude, and $\kappa_{\text{obs}}$ is the observed spectral decay parameter controlling the rate of high-frequency amplitude decay. Using this formulation, $\kappa_{\text{obs}}$ can be estimated for each ground motion recording as the high-frequency slope of $\ln(FAS)$ versus frequency where $\ln(FAS)$ versus frequency is linear. This formulation assumes that $Q$ is frequency-independent.
The subset of recordings analyzed using this approach is summarized in Table 7.17 and consisted of 17 earthquakes with a magnitude range of 2.9 to 3.8 and epicentral distance range of 21 to 170 km. Table 7.18 shows the detailed catalog for the data set. The recordings were primarily chosen such that the high-frequency FAS of the S-wave windows show a linear trend in ln(FAS)-linear frequency space and their SNR is greater than or equal to 3. To maximize the high-frequency range used to estimate kappa and minimize the potential trade-off between kappa and corner frequency, earthquakes with magnitudes greater than or equal to 2.9 were favored. Recordings from earthquakes with smaller magnitudes were also considered for potential inclusion in the data set but were then discarded because of the absence of a clear high-frequency linear kappa slope. All the recordings in the data set were recorded on the broadband velocity instruments with the exception of the HAWA recordings, which were recorded on an accelerograph. Given the limited bandwidth of the velocity instruments recordings whereby the maximum usable frequency is 18 Hz, constraining the depth of the selected earthquakes to be greater than a few kilometers led to an insufficient usable data set for conducting the analysis. As a result, no constraints were imposed on the depth of the earthquakes in the data set with the hypocentral depth ranging from 0.3 to 18 km with a mean of 5.18 km. As shown in Table 7.17, no recordings were selected at D08A because none of the available ones displayed a linear high-frequency slope of ln(FAS) versus frequency in the limited usable frequency bandwidth. At HAWA, velocity instrument recordings were not used because of the high-frequency limitation; the accelerograph recordings were used instead.


<table>
<thead>
<tr>
<th>Station Name</th>
<th>Number of Recordings</th>
<th>Magnitude Range</th>
<th>Epicentral Distance Range (km)</th>
<th>Hypocentral Depth Range (km)</th>
<th>Analogy for</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAWA (a)</td>
<td>4</td>
<td>3.2–3.7</td>
<td>21–112</td>
<td>1.4–12.7</td>
<td>SMB</td>
</tr>
<tr>
<td>E07A</td>
<td>11</td>
<td>2.9–3.7</td>
<td>46–106</td>
<td>0.3–18</td>
<td>SMB</td>
</tr>
<tr>
<td>E08A</td>
<td>6</td>
<td>2.9–3.8</td>
<td>16–165</td>
<td>1–18</td>
<td>SMB</td>
</tr>
<tr>
<td>F07A</td>
<td>4</td>
<td>3.3–3.8</td>
<td>42–146</td>
<td>1–18</td>
<td>SMB</td>
</tr>
<tr>
<td>D08A</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>WB</td>
</tr>
<tr>
<td>E09A</td>
<td>7</td>
<td>3–3.7</td>
<td>67–170</td>
<td>0.4–18</td>
<td>WB</td>
</tr>
</tbody>
</table>

(a) HAWA accelerograph recordings.

The methodology consisted of inspecting the S-wave window FAS of the two horizontal components as well as their vector sum to visually pick the beginning and end frequencies (f1 and f2) of the high-frequency range over which the spectra are linear in log-linear space. Next, the S-wave and noise FAS of the recordings were smoothed using the Konno and Ohmachi (1998) filter before calculating the SNRs. The ends of the frequency range selected for estimating kappa for each recording were then adjusted to ensure a minimum SNR of 3. The vector sum of unsmoothed S-wave FAS of the two horizontal components were then fit with the Anderson and Hough (1984) exponential kappa function between frequencies f1 and f2 and the slope $k_{obs}$ of the fit was estimated. Figure 7.40 through Figure 7.44 show the high-frequency kappa fits to the FAS along with the estimated $k_{obs}$ values for the recordings. As shown in Figure 7.40 through Figure 7.44, the narrow frequency bandwidth of velocity instruments recordings severely limits the ability to estimate kappa.
### Table 7.18. Catalog of sites and earthquakes used in the Anderson and Hough (1984) kappa analysis.

<table>
<thead>
<tr>
<th>Station</th>
<th>Eq ID</th>
<th>Magnitude</th>
<th>Epicentral Distance (km)</th>
<th>Hypocentral Depth (km)</th>
<th>Year</th>
<th>Day</th>
<th>Hr</th>
<th>Min</th>
<th>Sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>F07A</td>
<td>2361118</td>
<td>3.4</td>
<td>111.83</td>
<td>13.6</td>
<td>2006</td>
<td>354</td>
<td>9</td>
<td>43</td>
<td>26.574</td>
</tr>
<tr>
<td>E07A</td>
<td>2738065</td>
<td>3.3</td>
<td>51.31</td>
<td>18</td>
<td>2008</td>
<td>139</td>
<td>22</td>
<td>19</td>
<td>54.7</td>
</tr>
<tr>
<td>E08A</td>
<td>2738065</td>
<td>3.3</td>
<td>51.81</td>
<td>18</td>
<td>2008</td>
<td>139</td>
<td>22</td>
<td>19</td>
<td>54.7</td>
</tr>
<tr>
<td>E09A</td>
<td>2738065</td>
<td>3.3</td>
<td>113.59</td>
<td>18</td>
<td>2008</td>
<td>139</td>
<td>22</td>
<td>19</td>
<td>54.7</td>
</tr>
<tr>
<td>F07A</td>
<td>2738065</td>
<td>3.3</td>
<td>42.46</td>
<td>18</td>
<td>2008</td>
<td>139</td>
<td>22</td>
<td>19</td>
<td>54.7</td>
</tr>
<tr>
<td>E07A</td>
<td>2787820</td>
<td>3.3</td>
<td>106.50</td>
<td>1</td>
<td>2008</td>
<td>197</td>
<td>11</td>
<td>19</td>
<td>51.25</td>
</tr>
<tr>
<td>E08A</td>
<td>2787820</td>
<td>3.3</td>
<td>164.58</td>
<td>1</td>
<td>2008</td>
<td>197</td>
<td>11</td>
<td>19</td>
<td>51.25</td>
</tr>
<tr>
<td>E09A</td>
<td>2787820</td>
<td>3.3</td>
<td>164.58</td>
<td>1</td>
<td>2008</td>
<td>197</td>
<td>11</td>
<td>19</td>
<td>51.25</td>
</tr>
<tr>
<td>F07A</td>
<td>2847579</td>
<td>3.8</td>
<td>145.90</td>
<td>4.2</td>
<td>2010</td>
<td>88</td>
<td>21</td>
<td>27</td>
<td>12.125</td>
</tr>
<tr>
<td>E07A</td>
<td>2847579</td>
<td>3.8</td>
<td>145.90</td>
<td>4.2</td>
<td>2010</td>
<td>88</td>
<td>21</td>
<td>27</td>
<td>12.125</td>
</tr>
<tr>
<td>E08A</td>
<td>2847579</td>
<td>3.8</td>
<td>145.90</td>
<td>4.2</td>
<td>2010</td>
<td>88</td>
<td>21</td>
<td>27</td>
<td>12.125</td>
</tr>
<tr>
<td>E09A</td>
<td>2847579</td>
<td>3.8</td>
<td>145.90</td>
<td>4.2</td>
<td>2010</td>
<td>88</td>
<td>21</td>
<td>27</td>
<td>12.125</td>
</tr>
<tr>
<td>F07A</td>
<td>2874166</td>
<td>3.8</td>
<td>68.33</td>
<td>0.9</td>
<td>2010</td>
<td>168</td>
<td>14</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>E07A</td>
<td>2874166</td>
<td>3.8</td>
<td>68.33</td>
<td>0.9</td>
<td>2010</td>
<td>168</td>
<td>14</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>E08A</td>
<td>2874166</td>
<td>3.8</td>
<td>68.33</td>
<td>0.9</td>
<td>2010</td>
<td>168</td>
<td>14</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>E09A</td>
<td>2874166</td>
<td>3.8</td>
<td>68.33</td>
<td>0.9</td>
<td>2010</td>
<td>168</td>
<td>14</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>HAWA</td>
<td>3321550</td>
<td>3.7</td>
<td>20.82</td>
<td>2.6</td>
<td>2011</td>
<td>121</td>
<td>4</td>
<td>13</td>
<td>55.45</td>
</tr>
<tr>
<td>E07A</td>
<td>3321550</td>
<td>3.7</td>
<td>20.82</td>
<td>2.6</td>
<td>2011</td>
<td>121</td>
<td>4</td>
<td>13</td>
<td>55.45</td>
</tr>
<tr>
<td>E08A</td>
<td>3321550</td>
<td>3.7</td>
<td>20.82</td>
<td>2.6</td>
<td>2011</td>
<td>121</td>
<td>4</td>
<td>13</td>
<td>55.45</td>
</tr>
<tr>
<td>E09A</td>
<td>3321550</td>
<td>3.7</td>
<td>20.82</td>
<td>2.6</td>
<td>2011</td>
<td>121</td>
<td>4</td>
<td>13</td>
<td>55.45</td>
</tr>
<tr>
<td>HAWA</td>
<td>3323862</td>
<td>3.4</td>
<td>22.97</td>
<td>1.4</td>
<td>2011</td>
<td>288</td>
<td>6</td>
<td>11</td>
<td>29.1</td>
</tr>
<tr>
<td>E07A</td>
<td>3323862</td>
<td>3.4</td>
<td>22.97</td>
<td>1.4</td>
<td>2011</td>
<td>288</td>
<td>6</td>
<td>11</td>
<td>29.1</td>
</tr>
<tr>
<td>E08A</td>
<td>3323862</td>
<td>3.4</td>
<td>22.97</td>
<td>1.4</td>
<td>2011</td>
<td>288</td>
<td>6</td>
<td>11</td>
<td>29.1</td>
</tr>
<tr>
<td>E09A</td>
<td>3323862</td>
<td>3.4</td>
<td>22.97</td>
<td>1.4</td>
<td>2011</td>
<td>288</td>
<td>6</td>
<td>11</td>
<td>29.1</td>
</tr>
<tr>
<td>HAWA</td>
<td>3339289</td>
<td>3.2</td>
<td>73.72</td>
<td>11</td>
<td>2012</td>
<td>101</td>
<td>4</td>
<td>43</td>
<td>35.3</td>
</tr>
<tr>
<td>E07A</td>
<td>3339289</td>
<td>3.2</td>
<td>73.72</td>
<td>11</td>
<td>2012</td>
<td>101</td>
<td>4</td>
<td>43</td>
<td>35.3</td>
</tr>
<tr>
<td>E08A</td>
<td>3339289</td>
<td>3.2</td>
<td>73.72</td>
<td>11</td>
<td>2012</td>
<td>101</td>
<td>4</td>
<td>43</td>
<td>35.3</td>
</tr>
<tr>
<td>HAWA</td>
<td>3532931</td>
<td>3.3</td>
<td>112.07</td>
<td>12.7</td>
<td>2012</td>
<td>257</td>
<td>17</td>
<td>33</td>
<td>45.3</td>
</tr>
<tr>
<td>E07A</td>
<td>3532931</td>
<td>3.3</td>
<td>112.07</td>
<td>12.7</td>
<td>2012</td>
<td>257</td>
<td>17</td>
<td>33</td>
<td>45.3</td>
</tr>
<tr>
<td>E08A</td>
<td>3532931</td>
<td>3.3</td>
<td>112.07</td>
<td>12.7</td>
<td>2012</td>
<td>257</td>
<td>17</td>
<td>33</td>
<td>45.3</td>
</tr>
<tr>
<td>E09A</td>
<td>3532931</td>
<td>3.3</td>
<td>112.07</td>
<td>12.7</td>
<td>2012</td>
<td>257</td>
<td>17</td>
<td>33</td>
<td>45.3</td>
</tr>
<tr>
<td>E07A</td>
<td>3631437</td>
<td>2.9</td>
<td>47.70</td>
<td>1</td>
<td>2009</td>
<td>67</td>
<td>9</td>
<td>29</td>
<td>4.275</td>
</tr>
<tr>
<td>E07A</td>
<td>3639121</td>
<td>2.9</td>
<td>47.70</td>
<td>1</td>
<td>2009</td>
<td>77</td>
<td>6</td>
<td>39</td>
<td>31.874</td>
</tr>
<tr>
<td>E07A</td>
<td>3694554</td>
<td>2.9</td>
<td>46.70</td>
<td>0.3</td>
<td>2009</td>
<td>133</td>
<td>7</td>
<td>45</td>
<td>13.099</td>
</tr>
</tbody>
</table>
Figure 7.40. Anderson and Hough (1984) kappa fits to the FAS of recordings at SMB site E07A.
Figure 7.40. (contd)
Figure 7.41. Anderson and Hough (1984) kappa fits to the FAS of recordings at SMB station E08A.
Figure 7.42. Anderson and Hough (1984) kappa fits to the FAS of recordings at SMB site F07A.
Figure 7.43. Anderson and Hough (1984) kappa fits to the FAS of recordings at SMB site HAWA.
Figure 7.44. Anderson and Hough (1984) kappa fits to the FAS of recordings at WB site E09A.
Estimated $\kappa_{\text{obs}}$ values for the recordings at each station were plotted versus epicentral distance and fitted with a linear function. The intercept of the kappa trend with distance corresponds to the zero-distance kappa, $\kappa(0)$, which approximates $\kappa_{\text{site}}$ at each station location and represents the attenuation due to the vertical propagation of shear waves through subsurface materials below the site. The slope of the linear trend with distance ($m$) can be used to infer the average regional frequency-independent anelastic attenuation between frequencies $f_1$ and $f_2$ according to the relationship $Q_{\text{ave}} \approx 1/(m\beta)$ where $\beta = 3.5$ km/sec. Figure 7.45 through Figure 7.49 show the kappa trends versus distance at the sites of the five stations (HAWA, E07A, E08A, F07A, and E09A). Figure 7.45 through Figure 7.49 show the relatively limited number of recordings available at each station for estimating $\kappa_{\text{site}}$ using the Anderson and Hough (1984) approach and the resulting scatter around the linear fit. Table 7.19 summarizes the estimated $\kappa_{\text{site}}$ at the station locations, $Q_{\text{ave}}$ inferred from the linear kappa versus distance fits, and estimated $Q_{\text{ave}}$ using $Q(f) = 500(f)^{0.6}$ (Q model used in Dr. Silva’s inversions) and $Q(f) = 300(f)^{0.4}$ (Phillips et al. 2014) at an average frequency in the center of $f_1$ to $f_2$ for each station. Table 7.19 shows that $\kappa_{\text{site}}$ at the WB site (E09A) is smaller than the $\kappa_{\text{site}}$ estimates at the SMB sites with the exception of the E08A site, which shows a very small $\kappa_{\text{site}}$. $Q_{\text{ave}}$ values inferred from the Anderson and Hough (1984) approach were inconsistent among the different sites, which is a drawback of the method but they were generally smaller than $Q_{\text{ave}}$ estimated using $Q(f) = 500(f)^{0.6}$ assumed in Dr. Silva’s inversions.
Figure 7.45. Kappa versus distance at SMB site HAWA.

Figure 7.46. Kappa versus distance at SMB site E07A.
Figure 7.47. Kappa versus distance at SMB site E08A.

Figure 7.48. Kappa versus distance at SMB site F07A.
The sensitivity of the estimated $\kappa_{\text{site}}$ to the inclusion of the site amplification was evaluated for the HAWA recordings by applying the kappa fits to the FAS after first dividing them by the HAWA site amplification function. The TI Team developed $V_S$ and density profiles for the sites of the six recording stations. To construct the stratigraphic profiles, the depths from the surface to the different stratigraphic units were supplied by George Last at PNNL with input and support from Paul Thorne and Alan Rohay. The depths of deeper layers (below the top of WB) were extracted from the 3-D model constructed by Paul Thorne for use by Art Frankel in his ground motion simulations for the Hanford Site. The depth to basement was based on Glover (1985), as discussed in Section 7.2. The $V_S$ profile at HAWA is shown in Figure 7.50. Site amplification at HAWA was derived using the SRI method, also known as the QWL method (Boore 2005), and is shown in Figure 7.51. Dividing the FAS by the site amplification function resulted in an estimated $\kappa_{\text{site}}$ at HAWA of 0.0453 sec compared to the initial $\kappa_{\text{site}}$ of 0.0446 sec. Because the difference in $\kappa_{\text{site}}$ is small and because it is standard practice to apply the Anderson and Hough (1984) method without correcting for the site amplification, $\kappa_{\text{site}}$ estimated from the uncorrected high-frequency FAS slopes as shown in Table 7.19 were adopted. Given the relatively limited number of usable recordings at each station and their limited high-frequency bandwidth, epistemic uncertainty in the $\kappa_{\text{site}}$ estimates due to the use of a different subset of data and varying $f_1$ and $f_2$ for the kappa fits could not be quantified. The uncertainty in the $\kappa(0)$ estimates from the $\kappa_{\text{obs}}$ versus distance fits was considered for assigning epistemic uncertainty in $\kappa_{\text{site}}$ at the stations but the TI Team opted to assign epistemic uncertainty on kappa estimated using the Anderson and Hough (1984) method in the derived Q model for this approach as described in Section 7.3.5. Finally, Table 7.20 summarizes the estimates of $\kappa_{\text{site}}$ at the recording stations for the inversions and the Anderson and Hough (1984) approach. The best estimates of $\kappa_{\text{site}}$ at the stations are considerably different for the two methods; the Anderson and Hough (1984) estimates are closer to the lower estimates of $\kappa_{\text{site}}$ from the inversions.
Figure 7.50. $V_s$ profile at HAWA.
2014 Hanford Sitewide Probabilistic Seismic Hazard Analysis

Figure 7.51. QWL site amplification at HAWA.

Table 7.19. Summary of $\kappa_{\text{site}}$ and $Q_{\text{ave}}$ estimated using the Anderson and Hough (1984) approach. $Q_{\text{ave}}$ estimated using the Q(f) functions assumed by Dr. Silva and estimated by Phillips et al. (2014) are included for comparison.

<table>
<thead>
<tr>
<th>Station Name</th>
<th>$\kappa_{\text{site}}$ (sec)</th>
<th>$Q_{\text{ave}}$ (this study)</th>
<th>$Q_{\text{ave}}$ for $Q = 500(f)^{0.6}$ (Silva’s Inversions)</th>
<th>$Q_{\text{ave}}$ for $Q = 300(f)^{0.4}$ (Phillips et al. 2014)</th>
<th>Analogy for Analogy</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAWA (a)</td>
<td>0.045</td>
<td>952</td>
<td>3,731</td>
<td>1,146</td>
<td>SMB</td>
</tr>
<tr>
<td>E07A</td>
<td>0.039</td>
<td>2,947</td>
<td>2,383</td>
<td>850</td>
<td>SMB</td>
</tr>
<tr>
<td>E08A</td>
<td>0.002</td>
<td>1,117</td>
<td>2,589</td>
<td>898</td>
<td>SMB</td>
</tr>
<tr>
<td>F07A</td>
<td>0.051</td>
<td>1,327</td>
<td>2,248</td>
<td>817</td>
<td>SMB</td>
</tr>
<tr>
<td>D08A</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>WB</td>
</tr>
<tr>
<td>E09A</td>
<td>0.018</td>
<td>668</td>
<td>2,575</td>
<td>895</td>
<td>WB</td>
</tr>
</tbody>
</table>

(a) HAWA accelerograph recordings

Table 7.20. Summary of $\kappa_{\text{site}}$ estimates at the recording stations using the inversion approach and the Anderson and Hough (1984) approach.

<table>
<thead>
<tr>
<th></th>
<th>HAWA</th>
<th>E07A</th>
<th>E08A</th>
<th>F07A</th>
<th>D08</th>
<th>E09A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inversions</td>
<td>$\kappa_{\text{site}}/1.4$</td>
<td>0.041</td>
<td>0.051</td>
<td>0.024</td>
<td>0.044</td>
<td>0.028</td>
</tr>
<tr>
<td>Approach</td>
<td>$\kappa_{\text{site}}$</td>
<td>0.058</td>
<td>0.072</td>
<td>0.034</td>
<td>0.061</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>$\kappa_{\text{site}} \times 1.1$</td>
<td>0.064</td>
<td>0.079</td>
<td>0.037</td>
<td>0.067</td>
<td>0.043</td>
</tr>
<tr>
<td>Anderson and Hough (1984) Approach</td>
<td>$\kappa_{\text{site}}$</td>
<td>0.045</td>
<td>0.039</td>
<td>0.002</td>
<td>0.051</td>
<td>NA</td>
</tr>
</tbody>
</table>

7.3.5 Kappa Model for the Hanford Site

Having estimates of $\kappa_{\text{site}}$ at the locations of the recording stations within and around the Hanford Site, the TI Team estimated $\kappa_{\text{site}}$ and $\kappa_{\text{baserock}}$ at the five hazard calculation sites (Sites A through E) at Hanford.
The approach consisted of using the two sets of $\kappa_{\text{site}}$ estimates obtained from the inversions and the Anderson and Hough (1984) approach to derive Q models for the Hanford Site where $Q(z) = \gamma V_s(z)$. The simple linear Q versus $V_s$ relationship was adopted because of the limited number of available $\kappa_{\text{site}}$ estimates (six stations), which did not allow deriving more elaborate Q models. As outlined in Section 7.3.2, $\kappa_{\text{damping}}$ can be written as

$$\kappa_{\text{damping}} = \sum_i \frac{H_i}{V_s Q_i}. \quad (7.12)$$

Combining Equation (7.12) with the linear Q- $V_s$ relationship, $\kappa_{\text{damping}}$ can be written as

$$\kappa_{\text{damping}} = \frac{1}{\gamma} \sum_i \frac{H_i}{V_s^2}. \quad (7.13)$$

At each station location, $\kappa_{\text{damping}}$ can be estimated by removing the estimates of $\kappa_{\text{scattering}}$ from $\kappa_{\text{site}}$. Moreover, removing the contribution of the top few meters of relatively soft soil cover to damping at each station, $\kappa_{\text{damping}}$ can be written as

$$\kappa_{\text{damping}} = \kappa_{\text{site}} - \kappa_{\text{scattering}} - \kappa_{\text{damping\_soil}}. \quad (7.14)$$

Applying Equation (7.13) at each station location with $\kappa_{\text{damping}}$ estimated according to Equation (7.14), $\gamma$ can be derived through linear regression. Derived $\gamma$ can then be used in forward predictions to estimate $\kappa_{\text{damping}}$ according to Equation (7.13) at the five hazard calculation sites. This section describes the approach used to estimate $\kappa_{\text{scattering}}$ and $\kappa_{\text{damping\_soil}}$ as well as the derived $\gamma$ models. The $\kappa_{\text{site}}$ and $\kappa_{\text{baserock}}$ logic tree for the Hanford Site as well as the corresponding damping in the layers overlying the reference baserock horizon are presented and explained.

### 7.3.5.1 Damping Kappa at the Recording Sites

Shear-wave velocity profiles at the Hanford Site are characterized by the presence of velocity reversals predominantly within the SMB stack in the top 200 to 300 m of the profiles. Below the reference baserock horizon, these reversals are generally not present with the exception of the thick layer of sub-basalt sediments. Scattering kappa due to the presence of velocity contrasts was estimated at the recording sites and removed from the $\kappa_{\text{site}}$ estimates in order to estimate $\kappa_{\text{damping}}$.

A SHAKE (Schnabel et al. 1972) analysis was conducted to estimate $\kappa_{\text{scattering}}$ in the SMB stack above the reference baserock horizon. The process consisted of using a base case $V_s$ profile with zero damping and computing surface ground motions from the set of input time series used by Youngs (2007) scaled down by a factor of 0.001. The basalt/interbed sequence was then replaced with an equivalent layer with uniform velocity equal to the average velocity (travel-time average) of the basalt and interbed sequence. Levels of damping, equivalent to specific kappa values, were introduced into this uniform layer. The response of the uniform model was computed and the median surface spectrum for each case was visually compared with the median surface spectrum for the undamped basalt/interbed model. When the high-frequency levels of the two spectra were about the same, then the corresponding damping was considered to be equivalent to the scattering kappa. Figure 7.52 through Figure 7.55 show the results of the SHAKE analysis at the stations on SMB (HAWA, E07A, E08A, and F07A).
Figure 7.52. SHAKE analysis results at station HAWA. Scattering kappa is estimated to be around 0.004 sec.

Figure 7.53. SHAKE analysis results at station E07A. Scattering kappa is estimated to be around 0.002 sec.
Figure 7.54. SHAKE analysis results at station E08A. Scattering kappa is estimated to be around 0.002 sec.

Figure 7.55. SHAKE analysis results at station F07A. Scattering kappa is estimated to be around 0.002 sec.
A similar process was applied using the full-resonant method as implemented in RATTLE (Boore 2005) to estimate $\kappa_{\text{scattering}}$ at the sites of the recording stations. A good agreement was observed between $\kappa_{\text{scattering}}$ estimated by the SHAKE and RATTLE analyses. Figure 7.56 shows a comparison of the site response (ratio of FAS at the surface to FAS at the top of the GR basalt layer) for the undamped layered profile to the equivalent uniform profile with different levels of damping at E08A and shows a $\kappa_{\text{scattering}}$ of around 0.002 sec as estimated in the SHAKE analysis. Figure 7.57 and Figure 7.58 show the RATTLE site-response comparison for the WB analog stations D08A and E09A. These plots show that scattering below the reference baserock horizon is negligible.

To develop a Q model for the Hanford Site from the top of SMB down, damping in the top few meters of soil cover at each station was estimated and removed from the $\kappa_{\text{site}}$ estimates. Soil cover at the stations had $V_s$ of less than 400 m/sec. $\kappa_{\text{damping}}$ in the soil cover was estimated according to Equation (7.12) with an assumed Q model according to Campbell (2009) (Model 3). Figure 7.59 shows the Q model used for the soil cover compared to other available Q models in the literature. The Campbell (2009) Q model was adopted because of its applicability to materials having properties similar to the soil cover. The sensitivity of $\kappa_{\text{damping}}$ in the soil cover to the choice of other Q models shown in Figure 7.59 was evaluated. Given the small thickness of the soil cover compared to the overall profile depth contributing to kappa, its $\kappa_{\text{damping}}$ is very small compared to the $\kappa_{\text{site}}$ estimates, and the choice of the Q model did not make a significant impact on the analysis. Table 7.21 summarizes the estimates of $\kappa_{\text{scattering}}$ and $\kappa_{\text{damping}}$ in the soil cover at the six recording stations. $\kappa_{\text{damping}}$ at the top of SMB or WB (below the suprabasalt sediments) was calculated according to Equation (7.14) for the available $\kappa_{\text{site}}$ estimates at the six recording stations.

![Figure 7.56. RATTLE analysis results at station F07A. Scattering kappa is estimated to be around 0.002 sec.](image)
Figure 7.57. RATTLE analysis results at station E09A. Scattering kappa is estimated to be around 0.

Figure 7.58. RATTLE analysis results at station D08A. Scattering kappa is estimated to be around 0.
Figure 7.59. Q models from the literature. Campbell (2009) model 3 was used to estimate damping kappa in the soil cover at the sites of the recording stations.

Table 7.21. Estimates of scattering kappa and damping kappa in the suprabasalt sediments at the six recording stations

<table>
<thead>
<tr>
<th>Station Name</th>
<th>Analog</th>
<th>κ_scattering (sec)</th>
<th>κ_damping soil (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAWA</td>
<td>SMB</td>
<td>0.004</td>
<td>0.0003</td>
</tr>
<tr>
<td>E07A</td>
<td>SMB</td>
<td>0.002</td>
<td>0.0017</td>
</tr>
<tr>
<td>E08A</td>
<td>SMB</td>
<td>0.002</td>
<td>0.0004</td>
</tr>
<tr>
<td>F07A</td>
<td>SMB</td>
<td>0.002</td>
<td>0.0023</td>
</tr>
<tr>
<td>D08A</td>
<td>WB</td>
<td>0</td>
<td>0.0014</td>
</tr>
<tr>
<td>E09A</td>
<td>WB</td>
<td>0</td>
<td>0.0014</td>
</tr>
</tbody>
</table>

7.3.5.2 Derived Q Models for the Hanford Site

Q models (Q = γV_s) were developed for the Hanford Site using the three κ_{site} estimates from the inversion approach (best, upper, and lower estimates) and the best κ_{site} estimates from the Anderson and Hough (1984) approach. Four γ values were derived by regressing the κ_{damping} estimates calculated using Equation (7.14) for the four sets of κ_{site} estimates on \( \sum_i \frac{H_i}{V_{S_i}^2} \). As discussed in Section 7.3.4.1, the estimates of κ_{site} from the inversion analyses suggested that, for the deep earthquakes considered, the entire profile depth contributes to kappa. Therefore, \( \sum_i \frac{H_i}{V_{S_i}^2} \) was summed over the entire profile depth down to the top of the crystalline basement. Figure 7.60 shows the four γ estimates for the Hanford Site. The derived Q models assume that γ is constant for the entire profile depth below the suprabasalt sediments. Using the derived γ values, Equation (7.13) was used in forward predictions to estimate damping kappa at the top of SMB (κ_{site}) and at the top of reference baserock horizon (κ_{baserock}) at the five hazard calculation sites.
Figure 7.60. Q models for the Hanford Site derived using the inversion approach best estimates $\kappa_{\text{site}}$ (a), upper estimates $\kappa_{\text{site}} \times 1.1$ (b), and lower estimates $\kappa_{\text{site}} / 1.4$ (c) as well as $\kappa_{\text{site}}$ derived using the Anderson and Hough (1984) method (d).

7.3.5.3 Kappa Logic Tree

The target kappa ($\kappa_{\text{site}}$ and $\kappa_{\text{baserock}}$) logic tree for the Hanford Site is shown in Figure 7.61. The same logic-tree structure applies to all five hazard calculation sites, but different values were computed for each location. We note here that $\kappa_{\text{baserock}}$ and $\kappa_{\text{site}}$ refer here to damping kappa at the baserock horizon and at the top of SMB, respectively. For the baserock horizon, scattering kappa is negligible, therefore $\kappa_{\text{baserock}}$ is equivalent to $\kappa_{\text{damping,baserock}}$. At the top of SMB, we use from this point onwards in the report $\kappa_{\text{site}}$ to refer to $\kappa_{\text{damping,site}}$ with the understanding that scattering kappa in the SMB is part of the downstream site response analysis. $\kappa_{\text{site}}$ was calculated using Equation (7.13) with the $\gamma$ parameter estimated based on the analysis of kappa at the sites of the recording stations using the inversion approach and the Anderson and Hough (1984) approach. As shown in the logic tree, the inversions and the Anderson and Hough (1984) methods were given weights of 0.67 and 0.33, respectively. These weights were based on the fact that the
Figure 7.61. Target kappa (κ_{site} and κ_{baserock}) logic tree for the Hanford Site.

Inversion approach fits the entire frequency band of the FAS and applies a common Q to all sites, while the Anderson and Hough (1984) method is more affected by the limited-frequency bandwidth due to only fitting the high-frequency part of the FAS. Moreover, the average frequency-independent Q inferred from the Anderson and Hough (1984) approach was different for the sites considered. While the inversions process only considered deep earthquakes, the Anderson and Hough (1984) data set consisted of deep and shallow earthquakes due to the limited number of usable recordings showing a linear log(FAS) versus frequency trend at high frequency. Based on these shortcomings of the Anderson and Hough (1984) approach compared to the inversion approach for the available recordings (limited-frequency bandwidth, different inferred Q values at the different sites, and mixing of deep and shallow earthquakes), the inversion method was considered more reliable and given double the weight of the Anderson and Hough (1984) method.

Epistemic uncertainty on κ_{site} derived using the inversion approach was considered by adopting the γ values derived using the inversions’ best estimates, upper and lower estimates of κ_{site} at the stations. These γ values are shown in Figure 7.60 (plots a, b, and c). Because the inversions used a fixed frequency-dependent Q that is larger than Q estimated by Phillips et al. (2014) for the Hanford Site, the inversions best estimates of κ_{site} at the stations were not considered to be representative of the median of the κ_{site} distribution, but rather to be larger than the median to compensate for the large Q. Therefore, weights of 0.1, 0.5, and 0.4 for the γ values obtained from the upper, best, and lower κ_{site} estimates at the stations were judged by the TI Team to be appropriate for these branches.
The upper and lower branches of $\kappa_{\text{site}}$ derived by the Anderson and Hough (1984) approach were developed assuming a lognormal distribution of kappa. The median and standard deviation of $\log(\kappa)$ were estimated using Equations 3.3.34 and 3.3.35 of Benjamin and Cornell (1971) with a normal standard deviation of $\kappa$ of 0.01. This standard deviation is the root-mean-square error of the $\gamma$ fit shown in Figure 7.60d. Weights of 0.6, 0.2, and 0.2 were assigned to the median and the upper and lower branches (±1.6 standard deviation), respectively. These weights correspond to a discrete three-point representation of the assumed continuous distribution.

The application of Equation (7.13) to estimate $\kappa_{\text{site}}$ requires defining the depth of profile contributing to damping at the site. The relatively large $\kappa_{\text{site}}$ at the stations estimated using recordings of deep earthquakes suggested a contribution of the entire sub-basalt sediments layer to kappa. However, no further knowledge is available regarding the distribution of profile depth that would contribute to kappa for shallower earthquakes. Given the lack of knowledge on the depth of profile that would contribute to kappa for the depth distribution of future earthquakes, the TI Team adopted three branches for the profile depth: entire thickness of sub-basalt sediments layer, half of the sub-basalt sediments layer, and no sub-basalt sediments with almost equal weights of 0.33, 0.34, and 0.33, respectively. The entire sub-basalt sediments layer branch corresponds to a total profile depth of 7.3 to 9.5 km from the top of SMB at the five hazard calculation sites. Half of the sub-basalt sediments layer corresponds to a range of total profile depth from 4.8 to 6.3 km and the no sub-basalt sediments branch corresponds to the total profile depth contributing to kappa ranging from 2.0 to 3.3 km.

The four candidate VS profiles developed at each site were considered to estimate $\kappa_{\text{site}}$ according to Equation (7.13). Table 7.22 presents the $\kappa_{\text{site}}$ values calculated at Site A using all branches of the logic tree along with the four candidate VS profiles for the site. Table 7.22 shows that $\kappa_{\text{site}}$ for Profiles 2 and 3 are very similar because these candidate VS profiles only differ in the VS values of the SMB stack, which constitutes the top 316 m of the profile depth. This VS difference in the top 316 m does not have a significant impact on the resulting $\kappa_{\text{site}}$ because the VS values for the two profiles are identical in the larger remaining depth of profile (2.48, 5.64, and 8.81 km for the no sub-basalt sediments, half of the sub-basalt sediments, and all the sub-basalt sediments branches, respectively). Similarly, Profiles 1 and 4 only differ in the VS values of the SMB stack, which produces similar $\kappa_{\text{site}}$ estimates. Based on these similarities, the logic tree was simplified to only use Profiles 1 and 2 at the five hazard calculation sites.

Profile 1 was constructed using VS values from downhole measurements and VS in the sub-basalt sediments layer assigned according to a $V_p/V_S$ ratio of 1.73. Profile 2 was constructed using VS values from the PS logging measurements and VS values in the sub-basalt sediments based on a $V_p/V_S$ ratio of 2. The main difference between the downhole and the PS logging measurements is in the resulting VS values in the basalt layers—the PS logging results in higher VS estimates. For the interbeds, both methods provided comparable VS values. While the PS logging generally provides higher-resolution data that allowed for a better identification of the velocity contrasts between the basalts and the interbeds, its tool dimension results in measurements of materials close to the borehole wall, which may be disturbed by the drilling. Professor Ken Stokoe informed the GMC TI Team that his comparisons of free-free tests with PS suspension logging measurements had suggested that the latter tended to overestimate the velocities. Moreover, the input source frequencies in the downhole logging are considered closer to the frequencies of interest for earthquake ground motions. For these reasons, weights of 0.67 and 0.33 were given to Profile 1 and Profile 2, respectively.

Table 7.23 presents the target $\kappa_{\text{site}}$ estimates at the Hanford hazard calculation Sites A through E for all 36 branches of the logic tree in Figure 7.61. Figure 7.62 through Figure 7.64 present the histograms of $\kappa_{\text{site}}$ estimates at the five hazard calculation sites where the y-axis shows the weight of each kappa bin.
<table>
<thead>
<tr>
<th>Profile 1</th>
<th>Profile 2</th>
<th>Profile 3</th>
<th>Profile 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0322</td>
<td>0.0483</td>
<td>0.0539</td>
<td>0.0187</td>
</tr>
<tr>
<td>0.0402</td>
<td>0.0598</td>
<td>0.0666</td>
<td>0.0263</td>
</tr>
<tr>
<td>0.0403</td>
<td>0.0599</td>
<td>0.0667</td>
<td>0.0263</td>
</tr>
<tr>
<td>0.0322</td>
<td>0.0482</td>
<td>0.0538</td>
<td>0.0186</td>
</tr>
</tbody>
</table>

Table 7.23. Target $\kappa_{site}$ at the five hazard calculation sites at Hanford.

<table>
<thead>
<tr>
<th>Site</th>
<th>Case</th>
<th>Lower $\kappa_{inv}$</th>
<th>Central $\kappa_{inv}$</th>
<th>Upper $\kappa_{inv}$</th>
<th>Lower $\kappa_{AH}$</th>
<th>Central $\kappa_{AH}$</th>
<th>Upper $\kappa_{AH}$</th>
<th>Lower $\kappa_{inv}$</th>
<th>Central $\kappa_{inv}$</th>
<th>Upper $\kappa_{inv}$</th>
<th>Lower $\kappa_{AH}$</th>
<th>Central $\kappa_{AH}$</th>
<th>Upper $\kappa_{AH}$</th>
<th>Lower $\kappa_{inv}$</th>
<th>Central $\kappa_{inv}$</th>
<th>Upper $\kappa_{inv}$</th>
<th>Lower $\kappa_{AH}$</th>
<th>Central $\kappa_{AH}$</th>
<th>Upper $\kappa_{AH}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site A</td>
<td>AH</td>
<td>0.0366</td>
<td>0.0258</td>
<td>0.0127</td>
<td>0.0446</td>
<td>0.0302</td>
<td>0.0127</td>
<td>0.0526</td>
<td>0.0372</td>
<td>0.0183</td>
<td>0.0642</td>
<td>0.0435</td>
<td>0.0182</td>
<td>0.0582</td>
<td>0.0411</td>
<td>0.0202</td>
<td>0.0317</td>
<td>0.0208</td>
<td>0.0202</td>
</tr>
<tr>
<td>Site B</td>
<td>AH</td>
<td>0.0385</td>
<td>0.0279</td>
<td>0.0151</td>
<td>0.0463</td>
<td>0.0322</td>
<td>0.0150</td>
<td>0.0553</td>
<td>0.0401</td>
<td>0.0217</td>
<td>0.0666</td>
<td>0.0463</td>
<td>0.0216</td>
<td>0.0612</td>
<td>0.0444</td>
<td>0.0240</td>
<td>0.0377</td>
<td>0.0512</td>
<td>0.0239</td>
</tr>
<tr>
<td>Site C</td>
<td>AH</td>
<td>0.0327</td>
<td>0.0219</td>
<td>0.0088</td>
<td>0.0406</td>
<td>0.0262</td>
<td>0.0086</td>
<td>0.0471</td>
<td>0.0315</td>
<td>0.0127</td>
<td>0.0584</td>
<td>0.0376</td>
<td>0.0124</td>
<td>0.0521</td>
<td>0.0349</td>
<td>0.0140</td>
<td>0.0647</td>
<td>0.0416</td>
<td>0.0137</td>
</tr>
<tr>
<td>Site D</td>
<td>AH</td>
<td>0.0343</td>
<td>0.0250</td>
<td>0.0139</td>
<td>0.0409</td>
<td>0.0284</td>
<td>0.0136</td>
<td>0.0493</td>
<td>0.0359</td>
<td>0.0200</td>
<td>0.0588</td>
<td>0.0409</td>
<td>0.0196</td>
<td>0.0546</td>
<td>0.0397</td>
<td>0.0221</td>
<td>0.0651</td>
<td>0.0452</td>
<td>0.0217</td>
</tr>
<tr>
<td>Site E</td>
<td>AH</td>
<td>0.0305</td>
<td>0.0210</td>
<td>0.0097</td>
<td>0.0373</td>
<td>0.0245</td>
<td>0.0095</td>
<td>0.0439</td>
<td>0.0302</td>
<td>0.0140</td>
<td>0.0536</td>
<td>0.0353</td>
<td>0.0137</td>
<td>0.0486</td>
<td>0.0334</td>
<td>0.0155</td>
<td>0.0593</td>
<td>0.0391</td>
<td>0.0151</td>
</tr>
</tbody>
</table>
Figure 7.62. Target $\kappa_{\text{site}}$ histogram and statistics at Sites A and B.

Figure 7.63. Target $\kappa_{\text{site}}$ histogram and statistics at Sites C and D.
7.3.5.4 **Baserock Kappa and Damping in the SMB Stack**

PSHA at the Hanford hazard calculation sites is calculated at the reference baserock horizon (top of Lolo flow). GMPEs are therefore adjusted to target $\kappa_{\text{baserock}}$. Damping in the SMB stack layers overlying the reference baserock horizon is specified such that the effective $\kappa_{\text{site}}$ is maintained at each site ($\kappa_{\text{site}} = \kappa_{\text{baserock}} + \kappa_{\text{stack}}$). Similar to $\kappa_{\text{site}}$, target $\kappa_{\text{baserock}}$ can be calculated using Equation (7.13) for the logic-tree branches in Figure 7.61. Damping ($\xi$) in the SMB stack layers can be calculated using $\xi = 1/(2Q)$ where $Q = \gamma V_s$.

Four candidate $\gamma$ values were derived using the estimates of $\kappa_{\text{site}}$ at the recording stations from the inversions and the Anderson and Hough (1984) approach. To simplify the downstream site-response analysis and because the relative division of damping between the SMB stack and the baserock can be modified as long as $\kappa_{\text{site}}$ is preserved, the TI Team decided to fix $\gamma$ in the SMB stack to produce one set of damping properties in the stack layers. The parameter $\gamma$ is fixed at 0.0345 sec/m, which is the $\gamma$ value obtained from the Anderson and Hough (1984) $\kappa_{\text{site}}$ estimates at the stations (Figure 7.60d). Table 7.24 presents the damping values in the SMB stack for Profiles 1 and 2 using $\gamma = 0.0345$ sec/m. Damping is on the order of 1.5 to 1.9% in the interbeds and less than 1% in the basalt layers.

Target $\kappa_{\text{baserock}}$ was calculated using $\kappa_{\text{baserock}} = \kappa_{\text{site}} - \kappa_{\text{stack}}$ and is presented in Table 7.25 for the five hazard calculation sites. This approach effectively implies different $\gamma$ values for the SMB stack and the baserock such that the uncertainty in the damping in the stack is now absorbed into $\kappa_{\text{baserock}}$. It is important to note that target $\kappa_{\text{baserock}}$ values at the five hazard calculation sites cannot be used independently because they are tied to the damping properties in the SMB stack to produce the target $\kappa_{\text{site}}$ at the top of SMB presented in the previous section. This approach results in inflating the target $\kappa_{\text{baserock}}$ values in order to account for the larger damping values that would have occurred in the stack using the remaining three $\gamma$ values. Figure 7.65 through Figure 7.67 present the histograms of the $\kappa_{\text{baserock}}$ distribution at the five hazard calculation sites.
### Table 7.24. Damping properties in the SMB stack.

<table>
<thead>
<tr>
<th>Unit</th>
<th>Profile 1</th>
<th>Profile 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V_S$ (km/sec)</td>
<td>$\xi$</td>
</tr>
<tr>
<td>Ice Harbor (Martindale flow top 1)</td>
<td>1.41</td>
<td>1.03%</td>
</tr>
<tr>
<td>Ice Harbor (Martindale flow top 2)</td>
<td>1.67</td>
<td>0.87%</td>
</tr>
<tr>
<td>Ice Harbor (Martindale flow top 3)</td>
<td>1.93</td>
<td>0.75%</td>
</tr>
<tr>
<td>Ice Harbor (Martindale flow)</td>
<td>2.31</td>
<td>0.63%</td>
</tr>
<tr>
<td>Levy Interbed</td>
<td>0.85</td>
<td>1.71%</td>
</tr>
<tr>
<td>Elephant Mountain (flow top 1)</td>
<td>1.41</td>
<td>1.03%</td>
</tr>
<tr>
<td>Elephant Mountain (flow top 2)</td>
<td>1.67</td>
<td>0.87%</td>
</tr>
<tr>
<td>Elephant Mountain (flow top 3)</td>
<td>1.93</td>
<td>0.75%</td>
</tr>
<tr>
<td>Elephant Mountain</td>
<td>2.31</td>
<td>0.63%</td>
</tr>
<tr>
<td>Rattlesnake ridge Interbed</td>
<td>0.84</td>
<td>1.73%</td>
</tr>
<tr>
<td>Pomona (flow top 1)</td>
<td>1.43</td>
<td>1.01%</td>
</tr>
<tr>
<td>Pomona (flow top 2)</td>
<td>1.70</td>
<td>0.85%</td>
</tr>
<tr>
<td>Pomona (flow top 3)</td>
<td>1.97</td>
<td>0.74%</td>
</tr>
<tr>
<td>Pomona</td>
<td>2.52</td>
<td>0.58%</td>
</tr>
<tr>
<td>Selah Interbed</td>
<td>0.88</td>
<td>1.65%</td>
</tr>
<tr>
<td>Esquatzel (flow top 1)</td>
<td>1.49</td>
<td>0.97%</td>
</tr>
<tr>
<td>Esquatzel (flow top 2)</td>
<td>1.80</td>
<td>0.81%</td>
</tr>
<tr>
<td>Esquatzel (flow top 3)</td>
<td>2.00</td>
<td>0.72%</td>
</tr>
<tr>
<td>Esquatzel</td>
<td>2.52</td>
<td>0.58%</td>
</tr>
<tr>
<td>Cold Creek Interbed</td>
<td>0.82</td>
<td>1.76%</td>
</tr>
<tr>
<td>Asotin (flow top 1)</td>
<td>1.49</td>
<td>0.97%</td>
</tr>
<tr>
<td>Asotin (flow top 2)</td>
<td>1.80</td>
<td>0.81%</td>
</tr>
<tr>
<td>Asotin (flow top 3)</td>
<td>2.00</td>
<td>0.72%</td>
</tr>
<tr>
<td>Asotin</td>
<td>2.52</td>
<td>0.58%</td>
</tr>
<tr>
<td>Sillusa (flow top 1)</td>
<td>1.53</td>
<td>0.95%</td>
</tr>
<tr>
<td>Sillusa (flow top 2)</td>
<td>1.85</td>
<td>0.78%</td>
</tr>
<tr>
<td>Sillusa (flow top 3)</td>
<td>2.14</td>
<td>0.68%</td>
</tr>
<tr>
<td>Umatilla (Sillusa flow)</td>
<td>2.44</td>
<td>0.59%</td>
</tr>
<tr>
<td>Umatilla (top flow 1)</td>
<td>1.53</td>
<td>0.95%</td>
</tr>
<tr>
<td>Umatilla (top flow 2)</td>
<td>1.85</td>
<td>0.78%</td>
</tr>
<tr>
<td>Umatilla (top flow 3)</td>
<td>2.14</td>
<td>0.68%</td>
</tr>
<tr>
<td>Umatilla (Umatilla flow)</td>
<td>2.57</td>
<td>0.56%</td>
</tr>
<tr>
<td>Mabton Interbed</td>
<td>0.83</td>
<td>1.75%</td>
</tr>
<tr>
<td>Lolo (flow top 1)</td>
<td>1.48</td>
<td>0.98%</td>
</tr>
<tr>
<td>Lolo (flow top 2)</td>
<td>1.76</td>
<td>0.82%</td>
</tr>
<tr>
<td>Lolo (flow top 3)</td>
<td>2.04</td>
<td>0.71%</td>
</tr>
</tbody>
</table>
Table 7.25. Target $\kappa_{\text{basерock}}$ at the five hazard calculation sites at Hanford.

<table>
<thead>
<tr>
<th>Site</th>
<th>Case</th>
<th>Profile 1</th>
<th>Profile 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site A</td>
<td>Lower $\kappa_{\text{inv}}$</td>
<td>0.0322</td>
<td>0.0215</td>
</tr>
<tr>
<td></td>
<td>Central $\kappa_{\text{inv}}$</td>
<td>0.0483</td>
<td>0.0328</td>
</tr>
<tr>
<td></td>
<td>Upper $\kappa_{\text{inv}}$</td>
<td>0.0539</td>
<td>0.0368</td>
</tr>
<tr>
<td></td>
<td>Lower $\kappa_{\text{AH}}$</td>
<td>0.0187</td>
<td>0.0119</td>
</tr>
<tr>
<td></td>
<td>Central $\kappa_{\text{AH}}$</td>
<td>0.0313</td>
<td>0.0208</td>
</tr>
<tr>
<td></td>
<td>Upper $\kappa_{\text{AH}}$</td>
<td>0.0509</td>
<td>0.0346</td>
</tr>
<tr>
<td>Site B</td>
<td>Lower $\kappa_{\text{inv}}$</td>
<td>0.0327</td>
<td>0.0221</td>
</tr>
<tr>
<td></td>
<td>Central $\kappa_{\text{inv}}$</td>
<td>0.0495</td>
<td>0.0344</td>
</tr>
<tr>
<td></td>
<td>Upper $\kappa_{\text{inv}}$</td>
<td>0.0554</td>
<td>0.0387</td>
</tr>
<tr>
<td></td>
<td>Lower $\kappa_{\text{AH}}$</td>
<td>0.0190</td>
<td>0.0122</td>
</tr>
<tr>
<td></td>
<td>Central $\kappa_{\text{AH}}$</td>
<td>0.0318</td>
<td>0.0215</td>
</tr>
<tr>
<td></td>
<td>Upper $\kappa_{\text{AH}}$</td>
<td>0.0513</td>
<td>0.0356</td>
</tr>
<tr>
<td>Site C</td>
<td>Lower $\kappa_{\text{inv}}$</td>
<td>0.0297</td>
<td>0.0189</td>
</tr>
<tr>
<td></td>
<td>Central $\kappa_{\text{inv}}$</td>
<td>0.0441</td>
<td>0.0285</td>
</tr>
<tr>
<td></td>
<td>Upper $\kappa_{\text{inv}}$</td>
<td>0.0491</td>
<td>0.0319</td>
</tr>
<tr>
<td></td>
<td>Lower $\kappa_{\text{AH}}$</td>
<td>0.0164</td>
<td>0.0100</td>
</tr>
<tr>
<td></td>
<td>Central $\kappa_{\text{AH}}$</td>
<td>0.0286</td>
<td>0.0182</td>
</tr>
<tr>
<td></td>
<td>Upper $\kappa_{\text{AH}}$</td>
<td>0.0485</td>
<td>0.0315</td>
</tr>
<tr>
<td>Site D</td>
<td>Lower $\kappa_{\text{inv}}$</td>
<td>0.0304</td>
<td>0.0210</td>
</tr>
<tr>
<td></td>
<td>Central $\kappa_{\text{inv}}$</td>
<td>0.0454</td>
<td>0.0320</td>
</tr>
<tr>
<td></td>
<td>Upper $\kappa_{\text{inv}}$</td>
<td>0.0507</td>
<td>0.0358</td>
</tr>
<tr>
<td></td>
<td>Lower $\kappa_{\text{AH}}$</td>
<td>0.0170</td>
<td>0.0113</td>
</tr>
<tr>
<td></td>
<td>Central $\kappa_{\text{AH}}$</td>
<td>0.0293</td>
<td>0.0203</td>
</tr>
<tr>
<td></td>
<td>Upper $\kappa_{\text{AH}}$</td>
<td>0.0491</td>
<td>0.0347</td>
</tr>
<tr>
<td>Site E</td>
<td>Lower $\kappa_{\text{inv}}$</td>
<td>0.0272</td>
<td>0.0177</td>
</tr>
<tr>
<td></td>
<td>Central $\kappa_{\text{inv}}$</td>
<td>0.0406</td>
<td>0.0269</td>
</tr>
<tr>
<td></td>
<td>Upper $\kappa_{\text{inv}}$</td>
<td>0.0453</td>
<td>0.0301</td>
</tr>
<tr>
<td></td>
<td>Lower $\kappa_{\text{AH}}$</td>
<td>0.0141</td>
<td>0.0087</td>
</tr>
<tr>
<td></td>
<td>Central $\kappa_{\text{AH}}$</td>
<td>0.0260</td>
<td>0.0169</td>
</tr>
<tr>
<td></td>
<td>Upper $\kappa_{\text{AH}}$</td>
<td>0.0460</td>
<td>0.0306</td>
</tr>
</tbody>
</table>
Figure 7.65. Target $\kappa_{\text{baserock}}$ histogram and statistics at Sites A and B.

Figure 7.66. Target $\kappa_{\text{baserock}}$ histogram and statistics at Sites C and D.
7.4 Current Ground Motion Prediction Equations and Sigma Models

The GMC model for the baserock motions consists of predictions of median spectral accelerations and their associated sigma values, from both crustal and subduction earthquakes. Knowing that repeatable site terms will be represented through both the uncertainty in the $V_s$-kappa adjustments (Section 9.3) and the randomizations in the site-response analyses (Section 9.6.5), the GMC TI Team decided at an early stage that the single-station sigma model would be invoked. In this section, the available databases of GMPEs for crustal and subduction earthquakes are reviewed and evaluated, as are the available models for single-station sigma.

7.4.1 GMPEs for Crustal Earthquakes

Past studies (e.g., Geomatrix 1996; Petersen et al. 2008; JBA et al. 2012) have treated eastern Washington as an active crustal region (ACR) for the purpose of calculating ground motions from crustal earthquakes, and this project adopts the same treatment. It could be argued that the region around the Hanford Site may have some elements of a stable continental region (SCR), given its distance to the plate boundary and its lower activity rate. This possibility is taken into account by means of host-to-target epistemic uncertainty in Chapter 9.0.

The number of available GMPEs for crustal earthquakes has increased substantially in recent years (see Douglas [2011] for an extensive compilation), but their quality and applicability (given the specific needs of a particular project) vary substantially. This makes a careful review of existing GMPEs, and the selection of the most suitable among them for this project, a key task, and this is the main focus of this section.
It is appropriate to clarify that although this chapter is devoted to the GMC databases, the focus is not exclusively on the compilation and collection of data but inevitably also includes elements of the evaluations that are the first part of the TI Team’s work in a SSHAC Level 3 process. Even as the databases were being developed, the TI Team continuously had in mind the requirements and objectives of the project, and evaluation inevitably enters into the process so that all redundant or extraneous information can be removed from consideration at an early stage. This allows the TI Team to then focus time and effort on the data, methods, and models that were most useful and most promising for the development of the GMC logic tree.

In this context, compiling a database of GMPEs for possible consideration in the development of the GMC model necessarily involves evaluating published equations both in terms of their general inherent quality (in terms of functional form, underlying data, stability, and ability to be extrapolated) and their potential applicability to this project (in terms of the characteristics of both the region and the site). Following the precedents of Cotton et al. (2006) and Bommer et al. (2010), it was decided from the outset to adopt the approach of starting with a comprehensive global list of GMPEs and using (at least as a first cut) pre-established objective criteria to exclude GMPEs, rather than to build a list of GMPEs that might be suitable. The approach adopted is more efficient and less subject to cognitive biases.

This section begins with a brief overview of available GMPEs for ACRs. This is followed by the development, discussion, and application of exclusion criteria that were imposed in order to retain only those GMPEs that are sufficiently robust and also meet other project-specific requirements. Finally, a list of GMPEs that satisfy these requirements is presented.

For the compilation of GMPEs for ACRs, the TI Team was able to take advantage of the comprehensive global list of GMPEs published between 1964 and 2010 compiled by Douglas (2011). In addition, the TI Team identified, through a thorough literature review, a handful of models published after the period covered by this compendium. Of particular note among the recent GMPEs are the ones developed under the recently completed Pacific Earthquake Engineering Research Center (PEER) NGA-West2 project and a number of European GMPEs published in 2014 (see Douglas 2014, for an overview of the latter).

The exclusion criteria adopted by the TI Team constitute a compromise between the strict criteria of Bommer et al. (2010) and the somewhat more lenient criteria by Cotton et al. (2006), supplemented by project-specific considerations regarding \( V_{s30} \), style of faulting, treatment of hanging-wall effects, etc. The resulting exclusion criteria are listed below.

- The GMPE was published prior to the year 2000. This is to some extent a tool of convenience, reducing the equations to be evaluated to more manageable numbers; Bommer et al. (2010) found that nearly all pre-1996 GMPEs would be eliminated by several of the other criteria anyhow. Bommer et al.’s cutoff was shifted to 2000 to maintain the same relative ages.
- The GMPE was developed using a data set with fewer than 10 earthquakes per magnitude unit or fewer than 100 records in the first 100 km. Equations failing these criteria are considered to be inadequately constrained given the current size of the global strong-motion database. One of the main consequences of applying these criteria is to exclude GMPEs derived exclusively using data from small geographical regions (in which the bias of the small data sample is interpreted, without justification, as representing a clear and systematic regional difference in ground motion behavior).
• The GMPE was developed using a data set that either starts at a magnitude greater than 5.0 or does not extend to 7.5. Such models would require excessive extrapolation to the largest magnitudes covered by the Mmax distributions in the SSC model (see Chapter 8.0).

• The GMPE was developed using a regression technique that does not distinguish between- and within-earthquake components of variability. It is well known that ignoring within-event correlation may give undue weight to some earthquakes if the numbers of recordings are unevenly distributed among earthquakes.

• The GMPE’s functional form does not include nonlinear magnitude scaling. Models with linear scaling do not extrapolate realistically to larger magnitudes.

• The GMPE’s functional form does not include continuous V₃₀ scaling. This is necessary to facilitate the V_s-kappa adjustments to be performed in Section 9.3.

• The GMPE’s functional form neither includes a hanging-wall (HW) term nor uses Joyner-Boore (Rjb) as its distance metric. This criterion was later strengthened to exclude GMPEs that consider HW effects implicitly through Rjb, because Rrup GMPEs with explicit HW terms are better at capturing HW effects for a broad range of dip angle, rupture depth, and Rx, as suggested by numerical modeling (Donahue and Abrahamson 2014) and by consideration of RMS distance (Chiou et al. 2000). This issue is further discussed in Section 9.4.2.

• The GMPE’s functional form does not account for style of faulting. This is important because the SSC model indicates the presence of reverse faulting, as indicated in Section 8.3.

• The GMPE was derived by adjustment (referenced or hybrid) to another region. Having to apply an adjustment to a GMPE that has already been adjusted to a different target region compounds the uncertainty associated with the adjustments; it would be preferable to start with the original host GMPE and apply one set of adjustments.

• The GMPE was not developed for the shallow crustal environment. Ground motions from subduction-zone earthquakes are treated separately (see Sections 7.4.2 and 9.2.3).

• The GMPE does not cover the frequency range of interest for the project (0.1−100 Hz) or the density of frequency sampling complicates the calculation of spectral amplitudes for the frequencies needed.

• The GMPE has been superseded by new equations by the same or similar team of authors. The rationale for this criterion is that authors would not propose a new model if the previous were considered superior.

Table 7.26 lists the GMPEs that pass the criteria regarding publication date and applicability to shallow crustal environments, provides some background information about the host region for each GMPE, and then indicates whether each GMPE fails the other criteria and why.

Only seven GMPEs pass the full suite of selection criteria, namely AC10, ASB14, ASK14, BI14, BSSA14, CB14, CY14, and DE14. Models that use Rjb were dropped at a later stage in the project, as indicated earlier, leaving only ASK14, CB14, and CY14 (i.e., three NGA-West2 GMPEs that use rupture distance). However, some of the models dropped here are considered in Section 9.4 in order to inform the breadth of epistemic uncertainty.
Table 7.26. Selection of Crustal GMPEs

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Code</th>
<th>Region</th>
<th>Decision</th>
<th>Rationale/Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>McVerry et al. (2006)</td>
<td>McVea06</td>
<td>New Zealand</td>
<td>Exclude</td>
<td>Highest magnitude: 7.3</td>
</tr>
<tr>
<td>Zhao et al. (2006)</td>
<td>Zhea06</td>
<td>Japan</td>
<td>Exclude</td>
<td>Highest magnitude: 7.4</td>
</tr>
<tr>
<td>Hong and Goda (2007)</td>
<td>HG07</td>
<td>WUS</td>
<td>Exclude</td>
<td>Developed for spatial correlation</td>
</tr>
<tr>
<td>Boore and Atkinson (2008) and Atkinson and Boore (2011)</td>
<td>BA08'</td>
<td>Worldwide (mostly WUS)</td>
<td>Exclude</td>
<td>Superseded by BSSA14</td>
</tr>
<tr>
<td>Campbell and Bozorgnia (2008)</td>
<td>CB08</td>
<td>Worldwide (mostly WUS)</td>
<td>Exclude</td>
<td>Superseded by CB14</td>
</tr>
<tr>
<td>Chiou and Youngs (2008a)</td>
<td>CY08</td>
<td>Worldwide (mostly WUS)</td>
<td>Exclude</td>
<td>Superseded by CY14</td>
</tr>
<tr>
<td>Cotton et al. (2008)</td>
<td>Cea08</td>
<td>Japan</td>
<td>Exclude</td>
<td>Highest magnitude: 7.3</td>
</tr>
<tr>
<td>Aghabarati and Tehranizadeh (2009)</td>
<td>AT09</td>
<td>Worldwide</td>
<td>Exclude</td>
<td>Published by mistake</td>
</tr>
<tr>
<td>Akkar and Bommer (2010)</td>
<td>AB10</td>
<td>Europe</td>
<td>Exclude</td>
<td>Superseded by ASB14</td>
</tr>
<tr>
<td>Akkar and Çağnan (2010)</td>
<td>AC10</td>
<td>Turkey</td>
<td>Include</td>
<td></td>
</tr>
<tr>
<td>Bindi et al. (2011)</td>
<td>Bea11</td>
<td>Italy</td>
<td>Exclude</td>
<td>Highest magnitude: 6.9</td>
</tr>
<tr>
<td>Abrahamson et al. (2014b)</td>
<td>ASK14</td>
<td>Worldwide (mostly WUS)</td>
<td>Include</td>
<td></td>
</tr>
<tr>
<td>Boore et al. (2014)</td>
<td>BSSA14</td>
<td>Worldwide (mostly WUS)</td>
<td>Include</td>
<td>Uses $R_g$ to capture HW effects</td>
</tr>
<tr>
<td>Campbell and Bozorgnia (2014)</td>
<td>CB14</td>
<td>Worldwide (mostly WUS)</td>
<td>Include</td>
<td></td>
</tr>
<tr>
<td>Chiou and Youngs (2014)</td>
<td>CY14</td>
<td>Worldwide (mostly WUS)</td>
<td>Include</td>
<td></td>
</tr>
<tr>
<td>Idriss (2014)</td>
<td>Id14</td>
<td>Worldwide (mostly WUS)</td>
<td>Exclude</td>
<td>No HW term</td>
</tr>
<tr>
<td>Bradley (2013)</td>
<td>BR13</td>
<td>New Zealand</td>
<td>Exclude</td>
<td>Tentative inclusion: very limited data from reverse earthquakes; uses $R_g$ to capture HW effects</td>
</tr>
<tr>
<td>Akkar et al. (2014b,c)</td>
<td>ASB14</td>
<td>Europe</td>
<td>Include</td>
<td></td>
</tr>
<tr>
<td>Bindi et al. (2014a, b)</td>
<td>BI14</td>
<td></td>
<td>Include</td>
<td>Uses $R_g$ to capture HW effects</td>
</tr>
<tr>
<td>Derras et al. (2014)</td>
<td>DE14</td>
<td>Mostly Turkish and Italian data</td>
<td>Include</td>
<td>Uses $R_g$ to capture HW effects. Retained despite unconventional (artificial neural-network) methodology used</td>
</tr>
<tr>
<td>Hermkes et al. (2014)</td>
<td>HE14</td>
<td>Europe</td>
<td>Exclude</td>
<td>An investigation of methodology, not really a mature GMPE</td>
</tr>
<tr>
<td>Bora et al. (2014)</td>
<td>SB14</td>
<td>Europe</td>
<td>Exclude</td>
<td>Mainly a methodology paper</td>
</tr>
<tr>
<td>Agustsson et al. (2008)</td>
<td>AG08</td>
<td>Iceland</td>
<td>Exclude</td>
<td>M 3.5-6.5 only, PGA and PGV only, no $V_{S30}$ scaling</td>
</tr>
<tr>
<td>Ólafsson and Sigbjörnsson (2012)</td>
<td>OL12</td>
<td>Iceland</td>
<td>Exclude</td>
<td>Uses only data in a narrow M range; Iceland-specific attenuation</td>
</tr>
<tr>
<td>Ornhammarath et al. (2011)</td>
<td>OR11</td>
<td>Iceland</td>
<td>Exclude</td>
<td>Uses no data above 6.5</td>
</tr>
</tbody>
</table>

PGA = peak ground acceleration; PGV = peak ground velocity; WUS = Western United States.
7.4.2 GMPEs for Subduction Earthquakes

This section presents an overview of existing GMPEs for subduction earthquakes, along with the approach for selecting GMPEs that will be considered for the GMC model. Empirical GMPEs (i.e., those that are based only on recorded data) and GMPEs that are based on numerical simulations are reviewed separately.

7.4.2.1 Empirical GMPEs

The compilation of a database of empirical GMPEs for possible use in this project involves the evaluation of published equations in terms of their applicability for this project and their inherent quality. The former is based on whether the data used to derive the GMPE are obtained in similar tectonic environments. The latter can be judged by the ability of the equation to extrapolate outside of its data range and by its stability in the presence of additional data. The approach of Bommer et al. (2010) for selection of ground motions was adopted. This approach proposes the use of pre-established objective criteria to exclude GMPEs from a comprehensive initial list.

Candidate GMPEs are compiled from a review of the existing literature. The compilations of Douglas (2011) and Arango et al. (2012) were particularly useful in the search of existing GMPEs. The search of valid GMPEs was stopped in July 2012 (the date of WS1). The criteria adopted for exclusion of models is based on the criteria suggested by Bommer et al. (2010), with modifications to make the criteria more suitable for this project. The final criteria are listed below along with a brief explanation for their inclusion.

1. Not developed specifically for subduction-zone earthquakes or not using data from subduction-zone earthquakes. This criterion is self-explanatory; however, despite its simplicity it is not easy to apply because some models are published without specific reference to the tectonic environment of the underlying ground motion data. We excluded GMPEs that did not specifically state that the model is applicable to subduction regions or that did not explicitly state that the underlying ground motion data corresponds to subduction regions.

2. Published before 1997. Bommer et al. (2010) originally proposed to exclude equations that are more than 15 years old. At the time of application of this exclusion criteria (July 2012, during WS1) that meant excluding GMPEs published prior to 1997.

3. Superseded by more recent publication. The rationale here is that model developers would not propose a new model if the previous models were considered superior.

4. Does not distinguish between interface and intraslab earthquakes. The more mature GMPEs for subduction earthquakes (e.g., Atkinson and Boore 2003) identify clear differences in distance attenuation for intraslab and interface earthquakes. For this reason, we exclude GMPEs that do not make this distinction.

5. Frequency range is not appropriate (not enough points at long periods, maximum period less than T = 2 sec). This criterion is necessary because the GMPEs must be used to generate spectra for the entire range of periods required for this project (Section 9.1.4). The initial criterion of T = 2 sec was meant only as a soft screening criterion, because the range of periods for this project is up to T = 10 sec. However, the use of such a strict criterion would have eliminated all but one of all available GMPEs. It was considered that, if necessary, spectral accelerations could be extrapolated to longer periods.
6. Not enough data. This criterion is formalized as having less than 10 earthquakes per unit magnitude and less than 100 recordings per 100 km (considering the range of applicability of the GMPE).

7. Distance and magnitude range are too restrictive, which is interpreted based on the scenarios that are relevant for this project:
   - Interface: Magnitude applicability not up to $M_8.0$
   - Intraslab: Magnitude applicability not up to $M_7.5$
   - Distance applicability not up to 300 km.

8. Not published in peer-reviewed publication (ISI-listed journals). This latter criterion was relaxed for models that were developed within a framework that ensured a strict level of peer review (e.g., SSHAC Level 3 projects).

A comprehensive list of GMPEs up to July 2012 is included in Table 7.27 along with any applicable elimination criteria.

Hong et al. (2009) and McVerry et al. (2006) were excluded because they were published in Earthquake Engineering and Engineering Vibrations and the Bulletin of the New Zealand Seismological Society, respectively. These publications were not ISI-listed at the time of the evaluation. In addition, the Hong et al. (2009) model was developed for the specific objective of studying the orientation dependence of spectral accelerations, and was not developed with the intent of using the model for engineering applications, which further justifies its exclusion. Moreover, the intraslab data in Hong et al. (2009) are the same as those used by Garcia et al. (2005), and the interface data are from a precursor to Arroyo et al. (2010); hence, the data used in the Hong et al. (2009) model are used in other models still under consideration.

A review of Table 7.27 shows that the exclusion criteria leaves only four models (Atkinson and Boore 2003; Zhao et al. 2006; Arroyo et al. 2010; and Abrahamson et al. 2014a). The Abrahamson et al. (2014a) model (which will be referred to from now on as the “BC Hydro” model) is included despite the fact that it is not yet published because it was developed within a SSHAC framework. The GMC TI Team decided to relax criterion 6 (not enough data) to allow for the inclusion of additional models (Youngs et al. 1997; Garcia et al. 2005; Lin and Lee 2008).

Two of the models merited further scrutiny. The model by Lin and Lee (2008) uses a single-stage regression and does not properly separate intra- and inter-event standard deviation. While this was not part of the initial exclusion criteria, such separation is considered important (Bommer et al. 2010) and for this reason the Lin and Lee (2008) model is excluded. The Youngs et al. (1997) model reports only total standard deviation, but the regression analyses did account for intra- and inter-event residual computations, and hence it is not excluded on this account. The distance attenuation in the Youngs et al. (1997) model was calibrated mostly with interface data and is not well constrained for intraslab earthquakes. In summary, the Lin and Lee (2008) model, both for interface and intraslab, and the Youngs et al. (1997) model for intraslab earthquakes are also excluded. The final list of pre-selected models is shown in Table 7.28.
**Table 7.27.** List of evaluated subduction GMPEs (those that were not excluded by Criteria 1 and 2) and criteria for exclusion.

<table>
<thead>
<tr>
<th>GMPE</th>
<th>Criteria for Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Youngs et al. (1997)</td>
<td>6 (not enough data)</td>
</tr>
<tr>
<td>Atkinson and Boore (2003)</td>
<td>None</td>
</tr>
<tr>
<td>Garcia et al. (2005)</td>
<td>6 (not enough data)</td>
</tr>
<tr>
<td>McVerry et al. (2006)</td>
<td>6 (not enough data for interface [IF] earthquakes, OK for intraslab [IS] earthquakes, 8 (not peer reviewed)</td>
</tr>
<tr>
<td>Kanno et al. (2006)</td>
<td>4 (does not differentiate IF and IS; however, uses different equations for different hypocentral depths, which is an indirect way of identifying earthquake type). This GMPE also mixes interface and crustal events</td>
</tr>
<tr>
<td>Zhao et al. (2006)</td>
<td>None</td>
</tr>
<tr>
<td>Lin and Lee (2008)</td>
<td>6 (not enough data for Interface earthquakes, OK for intraslab earthquakes)</td>
</tr>
<tr>
<td>Arroyo et al. (2010)</td>
<td>None</td>
</tr>
<tr>
<td>BC Hydro (Abrahamson et al. 2014a)</td>
<td>8 (not peer reviewed, but developed within the BC Hydro SSHAC Level 3 project; BC Hydro 2011)</td>
</tr>
<tr>
<td>Schmidt et al. (1997)</td>
<td>4 (does not differentiate IF and IS); 6, 7 (only 67 recordings) 8 (not peer reviewed)</td>
</tr>
<tr>
<td>McVerry et al. (2000)</td>
<td>3 (superseded by McVerry et al. 2006); 8 (not peer reviewed)</td>
</tr>
<tr>
<td>Shabestari and Yamazaki (1998, 2000)</td>
<td>4 (does not differentiate IF and IS); 8 (not peer reviewed)</td>
</tr>
<tr>
<td>Kawano et al. (2000)</td>
<td>4 (does not differentiate IF and IS); 6, 7 (only 67 recordings) 8 (not peer reviewed)</td>
</tr>
<tr>
<td>Kobayashi et al. (2000)</td>
<td>3 (superseded by Zhao et al. 2006); 4 (does not differentiate IF and IS) 8 (not peer reviewed)</td>
</tr>
<tr>
<td>Takahashi et al. (2000, 2004)</td>
<td>3 (superseded by Zhao et al. 2006); 8 (not peer reviewed)</td>
</tr>
<tr>
<td>Sunuwar et al. (2004)</td>
<td>4 (does not differentiate IF and IS); 7 (Maximum magnitude = 5.6)</td>
</tr>
<tr>
<td>Cepeda et al. (2004)</td>
<td>5 (three frequencies only); 6 (a modification of Atkinson and Boore, 2003, that uses only one earthquake sequence)</td>
</tr>
<tr>
<td>Sakamoto et al. (2006)</td>
<td>4 (does not differentiate IF and IS); 8 (not peer reviewed)</td>
</tr>
<tr>
<td>Tejeda-Jacome and Chavez-Garcia (2007)</td>
<td>7 (Maximum magnitude = 5.2)</td>
</tr>
<tr>
<td>Yuzawa and Kudo (2008)</td>
<td>4 (does not differentiate IF and IS); 8 (not peer reviewed)</td>
</tr>
<tr>
<td>Hong et al. (2009)</td>
<td>8 (not peer reviewed)</td>
</tr>
<tr>
<td>Goda and Atkinson (2009)</td>
<td>4 (does not differentiate IF and IS; however, uses different equations for different hypocentral depths, which is an indirect way of identifying earthquake type)</td>
</tr>
<tr>
<td>Boroschek and Contreras (2012)</td>
<td>5 Only PGA and three frequencies; 6 (only 117 recordings, 13 earthquakes); 8 (not peer reviewed)</td>
</tr>
</tbody>
</table>
Table 7.28. Pre-selected subduction GMPEs.

<table>
<thead>
<tr>
<th>Model</th>
<th>Code</th>
<th>Type</th>
<th>M Range(b)</th>
<th>Distance Range(b) (km)</th>
<th>Earthquakes</th>
<th>Recordings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Youngs et al. (1997)</td>
<td>Y97</td>
<td>IF</td>
<td>5–8.2</td>
<td>8.5–551</td>
<td>57</td>
<td>181</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(&gt;5)</td>
<td>(10–500)</td>
<td>26</td>
<td>53</td>
</tr>
<tr>
<td>Atkinson and Boore (2003)</td>
<td>AB03</td>
<td>IF, IS</td>
<td>5.3–8.3</td>
<td>4.6–7.9</td>
<td>49</td>
<td>394</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(5.5–8.3)</td>
<td>(6.0–7.6)</td>
<td>30</td>
<td>161</td>
</tr>
<tr>
<td>Garcia et al. (2005)</td>
<td>G05</td>
<td>IS</td>
<td>NA</td>
<td>5.2–7.4</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Zhao et al. (2006)</td>
<td>Z06</td>
<td>IF, IS</td>
<td>5–8.3(d)</td>
<td>0–300</td>
<td>269</td>
<td>1520</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(&lt;300)</td>
<td>1725</td>
<td></td>
</tr>
<tr>
<td>Arroyo et al. (2010)</td>
<td>A10</td>
<td>IF</td>
<td>5–8</td>
<td>20–400</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>BC Hydro (2012)</td>
<td>BCH</td>
<td>IF, IS</td>
<td>6.0–8.4</td>
<td>5–7.9</td>
<td>63</td>
<td>960</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(&lt;300)</td>
<td>43</td>
<td>2590</td>
</tr>
</tbody>
</table>

(a) Event type for which the model is applicable. IF = interface; IS = intraslab.
(b) Range given is the range in the data used in regressions. Values in parentheses are the range of applicability of the model as claimed by the authors (if different than data range). NA = not applicable.
(c) Not reported separately for IF and IS. Near-source scaling dominated by crustal earthquakes.
(d) Does not report earthquakes separately.

7.4.2.1.1 Characteristics of Selected Models

All of the pre-selected models predict PGA and 5% damped spectral acceleration, although some use absolute spectral acceleration, some use pseudo-spectral acceleration, and for some what they use is not clear. The predicted periods for these models are shown in Figure 7.68. The component definition of the spectral acceleration varies depending on the models. Table 7.29 lists the predicted variables for the selected models. All models except Youngs et al. (1997) report within-event (\(\phi\)) and between-event (\(\tau\)) standard deviation. The BC Hydro model also reports event-corrected single-station standard deviation (\(\phi_{ss}\)).

The predictive variables of the selected models are given in Table 7.30. All of the models use rupture distance for interface earthquakes, and some use hypocentral distance for intraslab earthquakes. For the latter, the distances are generally large enough that the differences between hypocentral and rupture distances are small enough and can be ignored. Hypocenter depth is used as a predictor variable for all the intraslab models and for some of the interface models. Most models incorporate site effects through discrete site classes. The important exception is the BC Hydro model, which incorporates site effects through the average shear-wave velocity in the upper 30 m of the profile (V\(_{S30}\)). The use of a continuous variable for the prediction of site effects is important for developing V\(_r\)-\(\kappa\) correction factors (Section 9.3.3).

In addition to the predictive variables listed in Table 7.30, the BC Hydro model differentiates between sites located on either side of the volcanic arc that exists inland from subduction regions. This responds to the observation of different attenuation rates in the backarc and forearc regions. This effect is also discussed by McVerry et al. (2006) and Zhao (2010). The selected models are also differentiated with respect to the geographical location of the data set used (global or regional), and on the type of the ground motion data underlying the model (Table 7.31). The only truly global models are those of Youngs et al. (1997), Atkinson and Boore (2003), and the BC Hydro model.
Figure 7.68. Applicable oscillator periods of the selected subduction GMPEs.

Table 7.29. Predicted variables for selected subduction GMPEs.

<table>
<thead>
<tr>
<th>Model</th>
<th>Predicted Parameter(s)</th>
<th>Component Definition</th>
<th>Sigmas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Youngs et al. (1997)</td>
<td>PGA, SA</td>
<td>GM</td>
<td>$\sigma_{\text{tot}}$ (reported)</td>
</tr>
<tr>
<td>Atkinson and Boore (2003)</td>
<td>PGA, pSA</td>
<td>R</td>
<td>$\phi$ and $\tau$</td>
</tr>
<tr>
<td>Garcia et al. (2005)</td>
<td>PGA, PGV, pSA</td>
<td>QM</td>
<td>$\phi$ and $\tau$</td>
</tr>
<tr>
<td>Zhao et al. (2006)</td>
<td>PGA, SA</td>
<td>GM</td>
<td>$\phi$ and $\tau$</td>
</tr>
<tr>
<td>Arroyo et al. (2010)</td>
<td>PGA, pSA</td>
<td>QM</td>
<td>$\phi$ and $\tau$</td>
</tr>
<tr>
<td>BC Hydro (2012)</td>
<td>PGA, pSA</td>
<td>GM</td>
<td>$\phi$, $\tau$, and $\phi_{\text{ss}}$</td>
</tr>
</tbody>
</table>

(a) PGA = peak ground acceleration. SA = spectral acceleration (5% damping); pSA = pseudo-spectral acceleration (5% damping).
(b) GM = geometric mean; QM = quadratic mean; R = random component.
A relevant consideration for model selection is how the models apply magnitude and distance scaling. This is an important consideration because the models may have to be extrapolated to large magnitudes and distances for application at Hanford Site. The magnitude scaling of most of the models under consideration includes cubic or quadratic terms, or is capped at large magnitudes, implying that the large-magnitude scaling is milder than for smaller magnitudes. The exceptions are the models of Garcia et al. (2005) and Arroyo et al. (2010), which only have linear magnitude scaling. Table 7.32 summarizes the magnitude scaling terms. Table 7.32 also includes a description of the geometric and anelastic attenuation terms for each of the GMPEs. Anelastic attenuation is particularly important because the absence of anelastic attenuation implies unrealistically low attenuation at long distances. Neither the Youngs et al. (1997) nor the Arroyo et al. (2010) models include anelastic attenuation.

Table 7.33 lists how each model incorporates hypocentral depth scaling. All of the models for intraslab earthquakes incorporate a linear depth scaling. Table 7.33 also lists how the model scales for intraslab earthquakes.
Table 7.32. Magnitude and distance scaling for selected subduction GMPEs.

<table>
<thead>
<tr>
<th>Model</th>
<th>Magnitude Term (f(M))</th>
<th>NS Saturation</th>
<th>Geometric Spread. Coeff (\theta_1)</th>
<th>Anelastic Attenuation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Youngs et al. (1997)</td>
<td>Linear and cubic terms</td>
<td>Y97</td>
<td>Const.</td>
<td>None</td>
</tr>
<tr>
<td>Atkinson and Boore (2003)</td>
<td>Linear (capped at large (M))</td>
<td>AB03</td>
<td>Const. (M) dependent</td>
<td>None</td>
</tr>
<tr>
<td>Garcia et al. (2005)</td>
<td>Linear</td>
<td>AB03</td>
<td>Const.</td>
<td>Const.</td>
</tr>
<tr>
<td>Zhao et al. (2006)</td>
<td>Linear and quadratic</td>
<td>Y97</td>
<td>(\theta_1 = 1)</td>
<td>Const.</td>
</tr>
<tr>
<td>Arroyo et al. (2010)</td>
<td>Linear</td>
<td>Complex, (M) dependent</td>
<td>Const.</td>
<td>None</td>
</tr>
<tr>
<td>BC Hydro (2012)</td>
<td>Quadratic</td>
<td>Y97</td>
<td>(M) dependent</td>
<td>Const.</td>
</tr>
</tbody>
</table>

Table 7.33. Scaling for depth and for intraslab term for selected subduction GMPEs.

<table>
<thead>
<tr>
<th>Model</th>
<th>Depth Scaling</th>
<th>(H) Range (km)</th>
<th>Scaling for Intraslab Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Youngs et al. (1997)</td>
<td>Linear, constant with period</td>
<td>IF: (H &lt; 50)</td>
<td>Constant term</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IS: (H &lt; 229)</td>
<td></td>
</tr>
<tr>
<td>Atkinson and Boore (2003)</td>
<td>Linear, capped at (H = 100) km</td>
<td>IF: 11–59</td>
<td>Separate Coefficients for IF and IS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IS: 32 (4)–100 (181)</td>
<td></td>
</tr>
<tr>
<td>Garcia et al. (2005)</td>
<td>Linear (controlled by three deep earthquakes)</td>
<td>35–138</td>
<td>NA</td>
</tr>
<tr>
<td>Zhao et al. (2006)</td>
<td>Linear, capped at (H = 125) km</td>
<td>IF: 10–50</td>
<td>Period-dependent: constant term and attenuation term</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IS: 40–162</td>
<td></td>
</tr>
<tr>
<td>Arroyo et al. (2010)</td>
<td>None (Interface)</td>
<td>10–29</td>
<td>NA</td>
</tr>
<tr>
<td>BC Hydro (2012)</td>
<td>Linear for Intraslab</td>
<td>IF: (H &lt; 50)</td>
<td>Period-dependent: constant term and attenuation term</td>
</tr>
<tr>
<td></td>
<td>None for Interface</td>
<td>IS: (H &lt; 194)</td>
<td></td>
</tr>
</tbody>
</table>

IF = interface; IS = intraslab; NA = not applicable.

7.4.2.1.2 Additional Considerations for Model Selection

The pre-selected models (Table 7.28) constitute a set of reliable models for consideration in this project. However, most of these models present significant shortcomings when considering application for hazard studies at Hanford. The Youngs et al. (1997) model is the oldest of the considered models and was developed with significantly less data than the Atkinson and Boore (2003) and the BC Hydro models. Moreover, the Youngs et al. (1997) interface model does not have an anelastic attenuation term, which may lead to unrealistic attenuation at large distances.

The Garcia et al. (2005) and Arroyo et al. (2010) models are both developed using only regional data and have a functional form with limited extrapolation power. For example, both of these models include only linear magnitude terms, and the Arroyo et al. (2010) model does not have an anelastic attenuation term.

The Atkinson and Boore (2003) model and the Zhao et al. (2006) models are both robust in terms of their underlying data and their functional form. However, neither of these models includes continuous
V_{S30} scaling. In addition, the Atkinson and Boore (2003) model includes predictions only up to 3 sec, which, if applied in this study, would imply the need to extrapolate for predictions at longer periods.

Additional considerations for model selection can be inferred from testing the performance of a model against particular data set. A rigorous methodology to do ground motion testing was proposed by Scherbaum et al. (2004, 2009). Two previous studies (Arango et al. 2012; Beauval et al. 2011, 2012) have performed such testing on a set of subduction models that included the BC Hydro model.

Arango et al. (2012) evaluated the applicability of GMPEs to the South and Central American subduction zones using the maximum likelihood approach of Scherbaum et al. (2004). The authors evaluated the following models: BC Hydro, Arroyo et al. (A10; 2010), Atkinson and Boore (AB03; 2003), Garcia et al. (G05; 2005), McVerry et al. (M06; 2006), Youngs et al. (1997), and Zhao et al. (Z06; 2006). For interface earthquakes, the Z06 model fits the observational data best. The Y97 model is mostly rated as intermediate (Class B and C in the Scherbaum et al. 2004, methodology). The AB03 and the M06 models perform poorly (Class D) for some subsets of the data or for some period ranges. The BC Hydro model has intermediate performance at short periods (<1 sec), and performs well (Class A) at longer spectral ordinates. For intraslab earthquakes, the BC Hydro model is the only model that consistently performs well.

Beauval et al. (2011, 2012) used the Scherbaum et al. (2009) method to evaluate regional differences in subduction ground motions using interface data from Japan, Taiwan, Central and South America, and Mexico, and intraslab data from Greece, Japan, and Taiwan. The authors conclude that the global models (BCH, Y97 and AB03) provide the best fit to all the data on average. Beauval et al. (2012) repeat their evaluation using the global BC Hydro data set (Section 7.1.3) and conclude that the best–fitting model is, unsurprisingly, the BC Hydro model, followed by the Z06 model.

All of these considerations indicate that the strongest model for subduction zones is the BC Hydro model. A simpler argument for the adoption of the BC Hydro model for this study is that this model was created after an evaluation of existing models during the SSHAC Level 3 BC Hydro PSHA study (BC Hydro 2012) concluded that none of the existing models was adequate for use in that study. Moreover, the BC Hydro data set (discussed in Section 7.1.3) was constructed by pooling together ground motion data from all previous studies, including the Youngs et al. (1997), the Atkinson and Boore (2003),and the Zhao et al. (2006) data sets. The BC Hydro model is further evaluated in Section 9.2.3.

7.4.2.2 Simulation-Based GMPEs

Subduction zones are capable of generating earthquakes of magnitudes greater than 9. Prior to the 2010 Maule (M 8.8) and 2011 Tohoku (M 9.0) earthquakes, no data had been recorded for these magnitudes. For this reason, ground motion models based on stochastic simulations were developed for estimating hazard due to interface subduction earthquakes. Simulation-based GMPEs have also been used to constrain the large-magnitude scaling of empirical GMPEs. For example, the large-magnitude scaling of the BC Hydro model is entirely controlled by simulations.

In the context of this project, simulation-based GMPEs can play various roles. First of all, these models must be given consideration for potential inclusion in the GMC logic tree. However, even if GMPEs are not considered for inclusion in the logic tree, they can be used to assess the range of epistemic uncertainty in the final GMC model for subduction earthquakes. This is particularly important when
considering that all of the models discussed previously (with the exception of the BC Hydro model) were shown to be deficient in one or more ways. Another potential use of simulation-based GMPEs is for constraining anelastic attenuation for spectral ordnates at long response periods. This would be required because of the uncertainties related to the degree of anelastic attenuation in the data-poor Cascadia subduction zone. For this purpose, the absolute values of spectral acceleration predicted by these equations may not be particularly important because the focus would be on the relative decay of these accelerations over distance, if we were to simply adopt the ratio of spectral ordinates at larger distances to those nearer the source. If, however, we wish to use the actual values of spectral acceleration at distance, then the absolute amplitudes do become important.

Only two stochastic GMPEs for response spectral ordinates that might be suitable for this application have been identified—Gregor et al. (2002) and Atkinson and Macias (2009)—and these are the main focus of the evaluation. Both of these GMPEs are exclusively for the prediction of motions from large interface earthquakes, so this exercise does not consider any models that could constrain or inform ranges of epistemic uncertainty associated with motions from intraslab earthquakes. However, the interface seismicity is the dominant contributor to the hazard at the Hanford Site. Moreover, whereas the largest earthquakes envisaged in the SSC model for the intraslab source ($M \sim 7.5$) are covered by recordings of earthquakes such as the magnitude 7.7 El Salvador earthquake of 2001, the largest interface earthquakes ($M 9.4$) exceeds any earthquake for which there are recordings; it is precisely for such cases that the estimate of epistemic uncertainty becomes particularly important and this is where the stochastic models may be particularly helpful.

Heaton and Hartzell (1989) produced estimates of response spectra at various distances from the coast due to large-magnitude Cascadia earthquakes, but they did not derive a GMPE from their results. Neither the paper by Gregor et al. (2002) nor that by Atkinson and Macias (2009) even cites this earlier study, which may reflect the fact that despite its title indicating a specific focus on Cascadia, it is essentially about estimating the ground motions to be expected from a great earthquake (such as the 1960 $M 9.5$ earthquake) on the Chilean subduction zone. Heaton and Hartzell (1989), based on earlier work (Heaton and Hartzell 1986), conclude that great earthquakes on the south Chilean and Cascadia subduction zones would be similar. They generate ground motions for hypothetical great subduction earthquakes using empirical Green’s functions, for which they adopt recordings from earthquakes in Japan and Alaska. In a sense, there is very little that is Cascadia-specific about the study.

### 7.4.2.2.1 Gregor et al. (2002)

This study makes use of the stochastic finite-fault model of Silva et al. (1990), which is calibrated against recordings from the $M 8$ earthquakes of 1985 at Michoacán (Mexico) and Valparaíso (Chile). The model showed very good agreement with the data for frequencies higher than 0.5 Hz but for lower frequencies—which are of greatest concern to us at Hanford—there was significant over-prediction. Gregor et al. (2002) also note that for sites at short distances, the recorded motions are over-estimated, and that this had also been found previously for megathrust earthquakes by Youngs et al. (1997).

For the hypothetical Cascadia interface earthquakes of $M 8$, 8.5, and 9, they model the sources as $9^\circ$ dipping planes of 90-km width, estimating the lengths as 150, 450, and 1,100 km from Wells and Coppersmith (1994), which was derived using only crustal earthquakes and excluding subduction interface earthquakes. The dip angle is consistent with the model adopted by the SSC TI Team for Hanford, because in common with both the stochastic GMPEs, it is also derived from the model of Flück
et al. (1997). The fault lengths and widths yield areas that agree very closely with those predicted by the subduction scaling relationships of Strasser et al. (2010) for $M_8$ and $M_{8.5}$, but are 20% smaller for the largest earthquakes. The slip on the source is randomized with respect to rupture initiation and slip model.

The assumed geometric spreading model and the anelastic attenuation are adopted from the estimate of Atkinson (1995) for western Washington, with $Q_0$ at 380 and $\eta = 0.39$. This geometrical spreading model is null (no spreading) for shallow earthquakes (<10 km) and for other earthquakes a simple $R^{-1}$ decay. The $Q_0$ value was randomized in the simulations, while the coefficient of frequency dependence was held constant. An important point to note here is that in her more recent model (see below), Gail Atkinson does not use or even mention this Q model but rather one for California that implies faster attenuation. The Q values around Hanford presented in the recent paper by Philips et al. (2013)—averaged over a distance of 300 km for the range of azimuths that would represent wave paths from great Cascadia earthquakes to the site (Section 7.5)—are much closer to those in Atkinson and Macias (2009).

The crustal model used to obtain amplification functions is one derived for northwestern Oregon and southwestern Washington, which may therefore be somewhat different from those that would be appropriate to the location of the Hanford Site in eastern Washington. Gregor et al. (2002) note that their crustal model is of lower velocity than the one used by Youngs et al. (1997) and that this will have led to larger crustal amplification factors in the more recent model.

The simulations are performed for soil and rock sites, the latter nominally corresponding to the CRB and a $V_{S30}$ of just 363 m/sec, with a site kappa of 0.04 sec. Although the velocity profiles are randomized in their simulations, the average value is very low compared to the reference baserock condition adopted for the Hanford PSHA model.

The simulations were conducted for each source configuration for two lines of points perpendicular to the mid-point and end-point of the fault rupture, with points at distances of 10, 20, 50, 100, 200, and 500 km. One interesting feature of this study is that to derive a GMPE, it was necessary to apply a weighting scheme to the data from each line of points, to avoid oversaturation in the predictions. Gregor et al. (2002) note that such oversaturation was present in the nonparametric model for PGA from Cascadia earthquakes proposed by Anderson (1997). Gregor et al. (2002) argue in favor of including saturation in the magnitude scaling but not oversaturation, noting that “from an engineering design viewpoint” the latter “is difficult to justify.” Oversaturation has been seen in data from crustal earthquakes at short periods (e.g., Akkar and Bommer 2007), and it is possible that it also occurs for subduction earthquakes as one goes to very large magnitudes. A number of studies have noted that a significant part of the radiated moment from megathrust subduction earthquakes is likely to be manifest in very long-period motions (e.g., Heaton and Hartzell 1989; Zhao 2011), which would certainly contribute to saturation at least.

Gregor et al. (2002) use their simulated motions to derive GMPEs for “rock” and “soil” sites, using regression analysis with a functional form that includes nonlinear magnitude scaling and magnitude-dependent attenuation. They present coefficients at 25 response periods between 0.01 and 5.0 sec.
7.4.2.2.2. Atkinson and Macias (2009)

This study has many features in common with Gregor et al.’s (2002) general approach for developing the GMPEs. The stochastic finite-fault method of Motazedian and Atkinson (2005) is adopted and validated against recordings from the 2003 $M_{w} 8.1$ Tokachi-Oki (Japan) earthquake and four of its aftershocks. The simulations are unbiased with regard to the recordings at frequencies from 0.1 to 10 Hz, without any apparent over-estimation at short distances.

The simulations are performed for Cascadia interface earthquakes with magnitudes of $M_{w} 7.5$, 8, 8.5, and 9. The model for the subduction interface is also based on Flück et al. (1997) with a 90-km fixed fault width, although a narrower width was used at $M_{w} 7.5$ and an alternative second value of 150 km was used for the $M_{w} 9$ scenarios. Rupture dimensions were estimated using Wells and Coppersmith (1994), as well as other relationships, but the dimensions are not reported (only shown graphically). Based on analysis of recordings from a number of subduction interface earthquakes, a range of stress drops is estimated. The range has a median value of 90 bars, but values in the simulations are allowed to range from 30 to 150 bars; this uncertainty leads to a ±50% uncertainty in the simulated response spectral ordinates. The hypocentral location and slip distribution are also randomized in the simulations.

The attenuation model includes geometrical spreading proportional to $R^{-1}$ (spherical) up to 40 km and $R^{-0.5}$ (cylindrical) at greater distances. The Q model has a value for $Q_0$ of 180 and $\eta = 0.45$, which are much closer to the Philips et al. (2013) values than those used by Gregor et al. (2002). The values used are those from Atkinson and Silva (2000) for California, and it is argued that the slower rates of attenuation seen in Mexico are a genuine feature of that subduction zone, and the more rapid attenuation rate in Japan is the result of domination by backarc conditions. As noted earlier, it is of interest that Atkinson and Macias (2009) do not even mention the attenuation model of Atkinson (1995) that was adopted by Gregor et al. (2002). They do note, however, that there is very considerable uncertainty in the attenuation model, which at a distance of 100 km is already a factor of 2. They conclude that deriving subduction GMPEs by combining data from several regions may not be a good idea in view of apparent regional differences in attenuation characteristics.

Simulations are performed for a range of sites across a 180° range of azimuths from the strike (in 30° intervals) and distances of 30, 60, 100, 150, 200, and 400 km. The crustal velocity model used is that for a coastal location (Victoria) and the near-surface condition is a NEHRP B/C boundary site with $V_{S30} = 760$ m/s, with a kappa value of 0.02 sec.

A GMPE is derived for the horizontal geometric mean spectral acceleration at 24 response periods from 0.05 to 10.0 sec, plus PGA. The functional form includes nonlinear magnitude scaling and a magnitude-dependent near-source saturation term.

7.4.2.2.3. Discussion

The two studies reviewed are both published by distinguished researchers in this field and are also published in one of the most prestigious peer-reviewed journals. In a sense, one might consider that an evaluation of whether or not the models should be used is somewhat redundant, because to completely reject them could be interpreted to imply that the review process they underwent was flawed. However, the evaluation of the models for the Hanford project is not focused on the general question of whether or
not the equations are usable, but on more specific issues. The potential usefulness of these two stochastic GMPEs to the Hanford PSHA depends on the answers to three questions:

1. Do the models capture the regional attenuation at longer distances better than the BC Hydro model?
2. Do the models capture the magnitude scaling for very large interface earthquakes not included in the BC Hydro model?
3. If the answer to either of these questions is positive, can we make use of the models in our GMC logic tree and, if so, how?

The comparison with the BC Hydro model is based on the above evaluation of empirical GMPEs, which concluded that the BC Hydro model is the strongest of all the available GMPEs.

The answer to Question 1 is that whereas the Gregor et al. (2002) model uses an attenuation model derived for the Cascadia region, the author of that model does not make use of it in later studies, Atkinson (personal communication, 2014) indicates that the values of Atkinson (1995) were superseded by Atkinson and Silva (2000). Atkinson (2005) suggests the use of California GMPE models for crustal events in Cascadia, modified only for site effects. Atkinson and Macias (2009) adopted an attenuation model for California, for reasons that are not explained or discussed at any length. Although the Q model happens to be in general agreement with that of Philips et al. (2013), the attenuation model does not appear to have been calibrated for the region; the study was focused on three sites closer to the subduction zone rather than at the distances relevant to the Hanford Site, and therefore the impact of the attenuation model was perhaps less critical. Nonetheless, what Atkinson and Macias (2009) do conclude that is highly relevant for Hanford is that there is very considerable uncertainty in the attenuation model, something that needs to be reflected in our model.

Question 2 is actually redundant because the large-magnitude scaling of the BC Hydro model is actually inferred from the stochastic GMPEs themselves, particularly the Gregor et al. (2002) model.

The responses to Questions 1 and 2 are therefore essentially negative, which renders the third question moot. However, if it were decided that either or both of these stochastic models should be used either directly in the logic tree or to make comparisons with the GMC model for interface subduction earthquakes, there would be some challenges. One of these is that in both cases the models would need to be adjusted to the Hanford reference site condition, which is very different from the “rock” of Gregor et al. (2002) and the much stiffer “firm ground” condition of Atkinson and Macias (2009). An additional challenge arises from the frequency ranges covered, although the extrapolation of coefficients at missing short periods in Atkinson and Macias (2009) is facilitated by the inclusion of a model for PGA. The limitation of the Gregor et al. (2002) model not extending to periods greater than 5 sec would be difficult to overcome.

7.4.3 Existing Models for Single-Station Sigma

This project will invoke the use of a single-station sigma within the framework of a partially non-ergodic PSHA (Rodriguez-Marek et al. 2014). The justification for the use of single-station sigma is given in Sections 9.1 and 9.5. In this section, we focus on discussing existing models for single-station sigma.

The concept of partially non-ergodic PSHA and the associated single-station sigma was first formulated by Anderson and Brune (1999), but only the recent increase in ground motion data has
allowed for the computation of single-station sigma and the development of models for this component of variability (e.g., Chen and Tsai 2002; Atkinson 2006; Morikawa et al. 2008; Lin et al. 2011; Rodriguez-Marek et al. 2011; Ornthammarath et al. 2011; Chen and Faccioli 2013; Luzi et al. 2014). In this review we focus on the model by Rodriguez-Marek et al. (2013), which was developed for the Pegasos Refinement Project (PRP; Renault et al. 2010) in Switzerland, and the model developed for the Thyspunt Nuclear Siting Project (TNPS; Bommer et al. 2014) in South Africa (Rodriguez-Marek et al. 2014). The focus on these two models is justified because the Rodriguez-Marek et al. (2013) model was developed using a global data set that encompasses most of the data used in the other publications. The TNPS model is a slight update of the Rodriguez-Marek et al. (2013) model and the differences are presented and discussed.

The single-station sigma model is built from two components, the event-corrected single-station standard deviation ($\phi_{ss}$; hereafter simply referred to as single-station phi) and the inter-event (or between-event) standard deviation ($\tau$) as given by

$$\sigma_{ss} = \sqrt{\phi_{ss}^2 + \tau^2} \quad (7.15)$$

Both the Rodriguez-Marek et al. (2013) model and the TNPS model adopted between-event standard deviations computed from existing GMPEs, hence the models for this component are not discussed here, and the focus is on the models for single-station phi.

7.4.3.1 The Rodriguez-Marek et al. (2013) Model for $\phi_{ss}$

This model was derived from data compiled as part of the PRP (Renault et al. 2010), and hence will be referred to as the PRP model. Data for the PRP database were provided in the form of ground motion residuals and station and earthquake metadata by different GMPE developers. The California data were provided by Dr. Norm Abrahamson. These residuals are from the Chiou et al. (2010) model for small-magnitude earthquakes and the Abrahamson and Silva (2008) model for larger-magnitude earthquakes. The Taiwan data were provided by Dr. Norm Abrahamson and are from the Lin et al. (2011) model. The remaining residuals are from publications by Edwards and Fäh (2013) for Switzerland, Rodriguez-Marek et al. (2011) for Japan, and Akkar et al. (2010) for Turkey. Station metadata for all regions except Switzerland include the average shear-wave velocity over the upper 30 m ($V_{S30}$).

Developers provided both total residuals of pseudo-spectral acceleration (5% damping), as well as the partition of these residuals into between-event and within-event components. These residuals are derived from GMPEs that all predict the geometrical mean of the pseudo-spectral acceleration. Depending on the original data set quality and developer choices, the residuals have been computed for different periods. Three periods (PGA, 0.3 sec, and 1 sec) are common to all the selected GMPEs. The three main residuals data sets (California, Taiwan, and Japan) are based on GMPEs using the moment magnitude ($M$) and closest distance to the rupture, which allows for comparison of magnitude and distance dependencies.

Only recordings from earthquakes recorded by at least by five stations, and from stations with at least five recordings, were used in the analysis of single-station sigma. This criterion was adopted by Rodriguez-Marek et al. (2013) to ensure that the estimates of site and event terms are stable. Table 7.34 lists the number of recordings in each of the regions, both for the entire set of residuals provided by the developers, and for a subset of magnitude and distance of engineering interest (e.g., $M \geq 5.0$ and...
\( R_{rup} \leq 200 \text{ km})). The magnitude-distance distribution of the data is shown in Figure 7.69. Note that the data distribution is not even. Turkey provides a low number of recordings and contributes little weight to the model. Switzerland provides no recordings to the magnitude and distance range of interest to typical engineering projects. Taiwan has more than double the number of sites than all other regions, but the largest magnitude in the Taiwanese data set is 6.3; hence, this region does not contribute to constrain the magnitude-dependent models at large magnitudes.

Table 7.34. Number of recordings in the PRP database. The selected magnitude and distance range is \( M \geq 5 \) and \( R \leq 200 \text{ km}\).

<table>
<thead>
<tr>
<th>T (s)</th>
<th>California</th>
<th>Switzerland</th>
<th>Taiwan</th>
<th>Turkey</th>
<th>Japan</th>
<th>All Regions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15295</td>
<td>936</td>
<td>832</td>
<td>0</td>
<td>4756</td>
<td>2843</td>
</tr>
<tr>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>3148</td>
<td>0</td>
<td>4756</td>
<td>2843</td>
</tr>
<tr>
<td>0.2</td>
<td>0</td>
<td>0</td>
<td>3514</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.3</td>
<td>15295</td>
<td>936</td>
<td>0</td>
<td>0</td>
<td>4756</td>
<td>2843</td>
</tr>
<tr>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>3145</td>
<td>0</td>
<td>4756</td>
<td>2843</td>
</tr>
<tr>
<td>1</td>
<td>15287</td>
<td>928</td>
<td>2108</td>
<td>0</td>
<td>4753</td>
<td>2840</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4320</td>
<td>2539</td>
</tr>
</tbody>
</table>

Figure 7.70 shows the \( \phi_{ss} \) values computed independently for each of the five regions and for all regions together. For comparison, the ergodic within-event standard deviation (\( \phi \)) is also shown. Observe that the variability in the ergodic \( \phi \) between regions is significantly larger than the variability of \( \phi_{ss} \) between regions; in fact, the value of \( \phi_{ss} \) appears to be largely region-independent. This observation is very relevant to the Hanford PSHA study because it reinforces the possibility of importing \( \phi_{ss} \) models from other regions to the Hanford Site. To reinforce this point, Figure 7.71 shows a comparison of the \( \phi_{ss} \) values obtained in the PRP study with those of other studies. Figure 7.71 includes results from Atkinson (2006) for California, Atkinson (2013) for the Eastern United States, Lin et al. (2011) for Taiwan, Anderson and Uchiyama (2011) for the Guerrero array in Mexico, and Abrahamson et al. (2014a) for a global data set of subduction region earthquakes. The data of Abrahamson et al. (2014a) are dominated by recordings from Taiwan and Japan. The uniformity of \( \phi_{ss} \) values is striking; while some of these studies used similar data sets (or a subset of the data set used in the PRP study), the studies of Abrahamson et al. (2014a), Anderson and Uchiyama (2011), and Atkinson (2013) are based on data from different tectonic environments (e.g., subduction-zone earthquakes for the first two, and a SCR for the latter). Observe that an average value of \( \phi_{ss} = 0.45 \) is a good fit to the data across all periods. Note that \( \sigma_{ss} \) values have a larger variability across studies, in particular for the data set of Abrahamson et al. (2014a). This is expected because of the contribution of the between-event variability to \( \sigma_{ss} \) and the fact that the between-event variability is larger for data sets that include earthquakes of various tectonic regions.
Figure 7.69. Magnitude-distance distribution of the different data sets. The red lines identify regions of typical engineering interest.
The PRP models were based on the following observations (Rodriguez-Marek et al. 2013):

- Single-station phi shows a magnitude dependency with values decreasing from a maximum at a magnitude of about 5 to lower values at a magnitude of about 7.
- Single-station phi shows distance dependence for small magnitudes.
- There is no dependency of single-station phi on shear-wave velocity.

Based on these observations, four separate models were proposed: a constant-$\phi_{ss}$ model, a magnitude-dependent model, a distance-dependent model, and a magnitude and distance-dependent model. The constant $\phi_{ss}$ model is given in Table 7.35. All other models are briefly summarized below.
7.4.3.1.1. Magnitude-Dependent Model

The magnitude-dependent $\phi_{ss}$ model is given by

$$\phi_{ss}(M_w) = \begin{cases} 
\phi_{1M} & \text{for } M_w < M_{c1} \\
\phi_{1M} + (\phi_{2M} - \phi_{1M}) \left( \frac{M_w - M_{c1}}{M_{c2} - M_{c1}} \right) & \text{for } M_{c1} \leq M_w \leq M_{c2} \\
\phi_{2M} & \text{for } M_w > M_{c2}
\end{cases}$$

(7.16)

where $\phi_{1M}$ and $\phi_{2M}$ are model parameters that correspond to a constant $\phi_{ss}$ at low ($M_w < M_{c1}$) and high ($M_w > M_{c2}$) magnitudes, respectively. The magnitudes that mark the transition between the constant and
the linearly varying regions ($M_{c1}$ and $M_{c2}$) could not be properly constrained using the maximum likelihood regression. Moreover, a sensitivity study showed little sensitivity of the model parameters to the location of these corner magnitudes; hence $M_{c1}$ and $M_{c2}$ were fixed at 5 and 7, respectively. The resulting parameter values are listed in Table 7.35.

Table 7.35. Parameters for the magnitude-dependent $Φ_{ss}$ model (Equation 7.16). For comparison, the constant $Φ_{ss}$ value is also given.

<table>
<thead>
<tr>
<th>Period (s)</th>
<th>Constant $Φ_{ss}$</th>
<th>$Φ_{1M}$</th>
<th>$Φ_{2M}$</th>
<th>$M_{c1}$</th>
<th>$M_{c2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PGA</td>
<td>0.46</td>
<td>0.49</td>
<td>0.35</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>0.1</td>
<td>0.45</td>
<td>0.45</td>
<td>0.43</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>0.2</td>
<td>0.48</td>
<td>0.51</td>
<td>0.37</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>0.3</td>
<td>0.48</td>
<td>0.51</td>
<td>0.37</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>0.5</td>
<td>0.46</td>
<td>0.49</td>
<td>0.37</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>0.45</td>
<td>0.46</td>
<td>0.40</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>0.41</td>
<td>0.41$^{(a)}$</td>
<td>0.41$^{(a)}$</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>

(a) For $T = 3$, the magnitude dependence was not well constrained and it was removed.

7.4.3.1.2. Distance-Dependent Model

The distance-dependent model is given by

$$Φ_{ss}(R_{rup}) = \begin{cases} Φ_{1R} & \text{for } R_{rup} < R_{c1} \\ Φ_{1R} + (Φ_{2R} - Φ_{1R}) \left(\frac{R_{rup} - R_{c1}}{R_{c2} - R_{c1}}\right) & \text{for } R_{c1} \leq R_{rup} \leq R_{c2} \\ Φ_{2R} & \text{for } R_{rup} > R_{c2} \end{cases}$$ (7.17)

where $Φ_{1R}$, $Φ_{2R}$, $R_{c1}$, and $R_{c2}$ are model parameters. Parameters $Φ_{1R}$ and $Φ_{2R}$ were obtained using a maximum likelihood regression and the corner distances were obtained from a grid-search algorithm. The variation of $R_{c1}$ and $R_{c2}$ with frequency was small; hence a reasonable value that is constant across periods was used. The parameters of the distance-dependent model are listed in Table 7.36.

Table 7.36. Parameters for the distance-dependent $Φ_{ss}$ model (Equation 7.17). For comparison, the constant $Φ_{ss}$ value is also given.

<table>
<thead>
<tr>
<th>Period (s)</th>
<th>Constant $Φ_{ss}$</th>
<th>$Φ_{1R}$</th>
<th>$Φ_{2R}$</th>
<th>$R_{c1}$</th>
<th>$R_{c2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PGA</td>
<td>0.46</td>
<td>0.55</td>
<td>0.45</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>0.1</td>
<td>0.45</td>
<td>0.54</td>
<td>0.44</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>0.2</td>
<td>0.48</td>
<td>0.60</td>
<td>0.47</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>0.3</td>
<td>0.48</td>
<td>0.61</td>
<td>0.47</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>0.5</td>
<td>0.46</td>
<td>0.57</td>
<td>0.45</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>1</td>
<td>0.45</td>
<td>0.53</td>
<td>0.44</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>3</td>
<td>0.41</td>
<td>0.53</td>
<td>0.40</td>
<td>16</td>
<td>36</td>
</tr>
</tbody>
</table>
7.4.3.1.3. **Magnitude- and Distance-Dependent Model**

The magnitude- and distance-dependent model is given by

\[
\phi_{SS}(M, R_{rup}) = \left\{ \begin{array}{ll}
C_1(R_{rup}) & \text{for } M < M_{c1} \\
C_1(R_{rup}) + \left( C_2 - C_1(R_{rup}) \right) \frac{M - M_{c1}}{M_{c2} - M_{c1}} & \text{for } M_{c1} \leq M \leq M_{c2} \\
C_2 & \text{for } M > M_{c2}
\end{array} \right.
\]

(7.18)

where \( M_{c1} \) and \( M_{c2} \) are model parameters, \( C_2 \) is a constant, and \( C_1(R_{rup}) \) is given by

\[
C_1(R_{rup}) = \left\{ \begin{array}{ll}
\phi_{11} & \text{for } R_{rup} < R_{c11} \\
\phi_{11} + \left( \phi_{21} - \phi_{11} \right) \frac{R_{rup} - R_{c11}}{R_{c21} - R_{c11}} & \text{for } R_{c11} \leq R_{rup} \leq R_{c21} \\
\phi_{21} & \text{for } R_{rup} > R_{c21}
\end{array} \right.
\]

(7.19)

where \( \phi_{11}, \phi_{21}, R_{c11}, \) and \( R_{c21} \) are model parameters. The latter two parameters are given in units of kilometers. The corner distances and magnitudes were chosen to be the same as those for the magnitude- and the distance-dependent models. A maximum likelihood regression was run to obtain the values of the remaining parameters. The resulting values are listed in Table 7.37.

**Table 7.37.** Parameter for the distance- and magnitude-dependent \( \phi_{SS} \) model (Equations 7.18 and 7.19).

<table>
<thead>
<tr>
<th>Period (s)</th>
<th>( \phi_{11} )</th>
<th>( \phi_{21} )</th>
<th>( C_2 )</th>
<th>( M_{c1} )</th>
<th>( M_{c2} )</th>
<th>( R_{c11} )</th>
<th>( R_{c21} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PGA</td>
<td>0.58</td>
<td>0.47</td>
<td>0.35</td>
<td>5</td>
<td>7</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>0.1</td>
<td>0.54</td>
<td>0.44</td>
<td>0.43</td>
<td>5</td>
<td>7</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>0.2</td>
<td>0.61</td>
<td>0.50</td>
<td>0.38</td>
<td>5</td>
<td>7</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>0.3</td>
<td>0.64</td>
<td>0.50</td>
<td>0.37</td>
<td>5</td>
<td>7</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>0.5</td>
<td>0.60</td>
<td>0.48</td>
<td>0.37</td>
<td>5</td>
<td>7</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>1</td>
<td>0.54</td>
<td>0.45</td>
<td>0.40</td>
<td>5</td>
<td>7</td>
<td>16</td>
<td>36</td>
</tr>
<tr>
<td>3</td>
<td>0.53</td>
<td>0.40</td>
<td>0.40</td>
<td>5</td>
<td>7</td>
<td>16</td>
<td>36</td>
</tr>
</tbody>
</table>

(a) These values were replaced with the constant phi value.

Figure 7.72 plots the four proposed models for all combinations of short and long distance, and low and high magnitude. Note that the “constant \( \phi_{SS} \)” model is controlled by recordings at large distances and small magnitudes. The model parameters were not smoothed across frequency, yet the period-dependency of the models compares well with the shape of the standard deviation model of Abrahamson and Silva (2008) (Figure 7.72), with the exception of the values of \( \phi_{SS} \) at T = 0.1 sec for some of the models. The similarity of the spectral shapes of \( \phi_{SS} \) with those for \( \phi \) from the Abrahamson and Silva (2008) model suggest that \( \phi_{SS} \) can also be estimated by scaling down the ergodic phi from this model. A least-squares fit was used to find the optimum scaling parameter with respect to the magnitude-dependent model; this value was determined to be 0.79. Figure 7.72 also includes the \( \phi \) model from Abrahamson and Silva (2008) scaled by 0.79. This choice provides a natural choice for smoothing and interpolating the model across frequencies.
Figure 7.72. Values of $\phi_{ss}$ from the different PRP models for all combinations of short and long distances, and low and high magnitudes. The $\phi$ model from Abrahamson and Silva (2008) scaled by a factor of 0.79 is also shown.

7.4.3.2 The TNSP Single-Station Sigma Model

The TNSP single-station phi model is also based on the PRP data. Two sigma models were used in the TNSP project, a homoskedastic model and a heteroskedastic model including magnitude dependency only. The homoskedastic model was obtained as an average of the single-station phi across all periods (Figure 7.70), which rendered a value of $\phi_{ss} = 0.45$. The heteroskedastic model was built from the observation that the scaled Abrahamson and Silva (2008) $\phi$ model is a good fit to the PRP data (Figure 7.73). A scale factor of 0.8 was selected. An important difference between the TNSP and PRP models is that the distance-dependent model was not used in the TNSP project. Figure 7.74 shows the PRP distance-dependent model along with the single-station sigma computed for several distance bins. Only data from earthquakes with magnitudes between 5 and 6 are included in this figure. Observe that for the three databases shown (California, Japan, Taiwan), the only data set showing distance dependence is the Japanese data set. In fact, the distance dependence observed in the PRP database is only seen for earthquakes with magnitudes less than 5. Because the minimum magnitude of interest for the TNPS project was 5, distance dependence was not included in the TNSP single-station sigma model.
Figure 7.73. $\Phi_{ss}$ values from the PRP database for different magnitude bins (R $\leq$ 200 km). Data are shown separately for each of the three dominant data sets and for the entire PRP database. The red dots are the $\Phi_{ss}$ values obtained by fitting the magnitude-dependent model to the PRP residuals. The Abrahamson and Silva (2008) $\Phi_{ss}$ model scaled by 0.8 model (referred to as “proposed model”) is shown for the magnitude corresponding to the center of the magnitude bin.
Figure 7.74. Distance dependency of $\Phi_{ss}$ in the PRP database. The band shown around each point is a one standard error band. Only residuals for recordings with magnitudes between 5 and 6 are used in this figure. The distance bins are 0 to 16 km, 16 to 32 km, 60 to 100 km, and 100 to 200 km. The plots for each region are shown with a horizontal offset only for clarity.
7.5 Q Models for Washington and California

The quality factor Q is used to represent the energy loss of earthquake waves due to anelastic attenuation (i.e., due to damping and scattering caused by small-scale crustal heterogeneity). Anelastic attenuation is distinct from geometric attenuation, which accounts for the reduction in amplitude as the total energy of the source motion is spread over a wave front that expands as the waves travel over longer distances. The fractional amplitude reduction caused by anelastic attenuation during one wave cycle is given by the expression \( \exp\left[-\pi / Q \right] \). The effect of Q is small for distances less than 50 to 100 km but becomes important at greater distances. Q is often found to be frequency-dependent, and this dependence is typically characterized by the functional form \( Q(f) = Q_0 f^\eta \), in which the exponent \( \eta \) is typically lower than unity.

This section describes the recently developed data on the regional variation of the crustal Q throughout the western United States, as documented by Phillips et al. (2014). These data are useful to this project for a number of tasks, including the estimation of parameter kappa in Appendix I and the quantification of differences in anelastic effects between Washington in California, which may be used in the development of host-to-target adjustments.

7.5.1 Ground Motion Data Used in the Q Regionalization

Phillips et al. (2014) used a very large number of recordings obtained by the USArray (sometimes called Transportable Array or TA) during the years 2004 through 2009, because the seismograph stations in this array leapfrogged through the western United States. They examined the Lg-wave phase, which is usually the strongest wave arrival at regional distances and continental ray paths. These recordings were generated by 1,139 earthquakes, with moment magnitudes 2.1 through 5.9, and were recorded at 827 stations. After correction for instrument response, the Fourier spectra of each recording was decomposed into 9 frequency bands (from 0.5 to 16 Hz), resulting in a total of 465,633 ground motion observations.

7.5.2 Inversion Method and Results

The inversion method is similar to the fitting of an empirical GMPE using least-squares regression, except that the fitting is focused on resolving regional variations in Q rather than determining GMPE coefficients. To this effect, the observed log-amplitude from each earthquake-station-frequency combination is represented as the sum of the following terms:

- a source term, which accounts for magnitude and spectral shape
- a site term, which accounts for site effects
- a geometric attenuation term of the form \( 0.5 \log[\text{Distance}] \). The coefficient of 0.5 accounts for the geometric-decay pattern of Lg waves.
- an anelastic attenuation term, which consists of a linear combinations of the Q values from all the ray-path segments along the great-circle path between the epicenter and the site. Each ray path is discretized by dividing the study region into 0.5-degree cells.
- an epsilon term with a mean value of zero.
Because the number of records is very large, there are many ray paths crossing nearly every 0.5-degree grid cell. Also, there are many records for each earthquake and for each site. As a result, it is possible to solve for the Q value in each frequency band (or for $Q_0$ and $\eta$ using the combined data from all bands), as well as for the source and site terms. This approach is similar to the approach used in Appendix I to investigate kappa, in the sense that it models Fourier amplitudes. In contrast, GMPEs are generally developed by modeling spectral accelerations.

Results for two frequency bands, and for $Q_0$ and $\eta$, are shown in Figure 7.75 and Figure 7.76, respectively. A cursory examination of these maps suggests that the values of Q are moderately higher (i.e., more efficient wave propagation) in the Hanford region than in coastal California, and become much higher northeast of Hanford. In addition to these figures, the authors made their gridded results for Q available to this project.

![Figure 7.75](image)

**Figure 7.75.** Q for two frequency bands. Results for the 0.75- to 1.5-Hz band are shown on the left and for the 6- to 12-Hz band on the right. Color bars differ; we see roughly twice the Q variation at low frequency than we see at high frequency. Geophysical provinces are outlined and events used in the inversions are represented by small dots. (Source: Phillips et al. 2014)
7.6 3-D Wave Propagation Effects

The Hanford Site lies within a broad and shallow basin of surface sedimentary deposits, and is also situated above a broader basin composed of the thick layer of pre-Miocene sediments that lie below the CRBs (Figure 7.13). At WS1, the GMC TI Team posed the question of whether the thick lower velocity sediment layer could produce basin effects on the ground motions. This was taken up by Dr. Art Frankel of the USGS, who was present at the workshop as a resource expert presenting considerations for the selection of GMPEs to be used in seismic hazard mapping in the Pacific Northwest. As a result of the ensuing discussions, Dr. Frankel was engaged under contract by the project to conduct investigations to explore the possibility that basin waves could be generated and lead to amplified motions. The study was presented in a report by Frankel et al. (2013).

In the terminology of a SSHAC process, Dr. Frankel was effectively engaged as a specialty contractor to conduct the exploratory analyses for the possible presence of basin effects. However, in view of the fact that Dr. Frankel himself had proposed a priori that such effects were clearly to be expected at the Hanford Site, the GMC TI Team considered it appropriate—and consistent with the SSHAC guidelines—to engage with Dr. Frankel as a proponent expert, thus critically evaluating and challenging his models and conclusions. Dr. Frankel participated in WS2, attended the third Working Meeting of the GMC TI Team, and also responded to written questions posed by the TI Team.
7.6.1 3-D Models of the Hanford Site Region

To perform the 3-D simulations of earthquake motions at the Hanford Site, the first requirement was for a 3-D model of the velocity and density structure at the Hanford Site. The required model was constructed by Thorne et al. (2014), assigning the velocities and densities to different units following the scheme summarized in Table 7.9. The model was constructed with a horizontal grid spacing of 100 m, which was interpolated by Frankel et al. (2013) to a finer mesh of 25 m; the 100-m resolution may be compared with the 70-m horizontal spacing of the velocity model constructed for an earlier study of the Seattle basin (Frankel et al. 2009). The vertical resolution of the velocity model is such that the SMB stack, including the low-velocity sediment interbeds, is represented by an “average” velocity rather than including the multiple velocity reversals (Section 7.2.6).

One particular requirement of the program used for the 3-D wave propagation modeling is that the ground surface must be flat, so the topography was suppressed while retaining the correct thickness of all of the units (Figure 7.77). The presence of surface topography can have the effect of scattering seismic waves and thus reducing the strength of the propagated motions, as was found, for example, by Ma et al. (2007) for the Los Angeles basin. Frankel et al. (2013) actually invoke the effects of surface topography for explaining the low amplitudes recorded during the shallow Wooded Island earthquakes at the edge of the Hanford Site (Section 7.6.2.1).

The actual “basin” considered by Frankel et al. (2013) is only the surface sedimentary layer rather than the deeper sub-basalt sediments. Moreover, the sedimentary basin is defined as the layer above the Ringold Formation, and therefore it consists primarily of the Hanford formation sediments. The basin is thus rather thin, ranging in depth at the five hazard calculation sites from 14 m (Site C) to 39 m at Site B, only reaching greater depths (94 m) at Site A. The exclusion of the Ringold Formation from the “basin” is a result of the measured velocities in this formation at the WTP being rather high. However, only Unit 7.117
A of the Ringold Formation is present at WTP, and Unit A is much stiffer than most other units that happen to be encountered at the other locations. For example, at Site C, Units B and E of the Ringold are encountered, but these 147 m of sediments are modeled as being as hard as Unit A of the Ringold and only the thin superficial layer of the Hanford formation is treated as being part of the basin. This means that the sharp velocity contrast modeled at the base of the thin “basin” in reality is more likely the start of a step function of increasing velocities until the top of the SMBs.

A key parameter in the wave propagation model is $Q_S$, which is assigned on the basis of an assumed relationship between this parameter and shear-wave velocity, $V_s$. Figure 7.78 compares the $Q_S$-$V_s$ relationship used in these simulations—which is the same model previously applied to the 3-D simulations in the Seattle basin (Frankel et al. 2009)—from which it can be immediately appreciated that the resulting $Q_S$ values are exceptionally high. The figure also shows the alternative model used in sensitivity runs, which was modified only for $V_s < 1,000$ m/s, which remained higher than several other widely used models at lower $V_s$ values.

![Figure 7.78](image)

**Figure 7.78.** Comparison of the $Q_S$-$V_s$ relationship used in the 3-D simulations for the Hanford Site with those proposed in several other studies. The Community Velocity Model values from Steidl and Liu (2003) were obtained from Hartzell et al. (2006).

The final point to note regarding the 3-D model used for the simulations is that within the sediments of the “basin” only linear soil behavior was considered regardless of the intensity of the motions.

### 7.6.2 Ground Motion Simulations for Selected Earthquake Scenarios

The approach adopted by Frankel et al. (2013) to explore the importance of 2-D and 3-D wave propagation effects was to compare the motions obtained from 3-D and 1-D simulations. This approach was first applied to recordings from some small earthquakes that occurred in the region of the Hanford Site, and then to hypothetical scenarios representing crustal and subduction earthquakes that could affect the site.
7.6.2.1 Validation of Simulations

The Frankel et al. (2013) study began with simulations of the recordings from the May 18, 2008 Prosser earthquake (M 3.27) that occurred south of the Hanford Site, and two earthquakes of the 2011 Wooded Island series located on the eastern edge of the site, with local (duration) magnitudes of 3.7 and 3.4. The Prosser earthquake had a focal depth of 18 km, the Wooded Island earthquakes depths of 1.8 and 1.4 km, respectively. The 3-D simulations were performed using the 3-D model for the site developed by Thorne et al. (2014), whereas the 1-D simulations used the same approach but a flat-layered model based on the velocity profile at the location of the recording stations. Whereas the 3-D model includes the deep velocity gradients, in the 1-D model the velocity gradients in the deeper layers were ignored and the velocities were maintained constant over the full thickness of each unit. As can be seen in Figure 7.79, the 3-D simulations were able to better reproduce the recorded signals.

![Figure 7.79](image)

**Figure 7.79.** Comparison of observed (black) and simulated (red) waveforms at the H4A recording location using 3-D and 1-D simulations (Frankel et al. 2013). RDM stands for refraction-derived model, referring to the depth of the crystalline basement.

The results were also presented in terms of response spectral ordinates at oscillator periods of 0.5 and 1.0 sec (Figure 7.80). Both the 1-D and 3-D simulation underestimate the amplitudes from the Prosser earthquake, but the 3-D simulations produce motions closer to those measured. The ratio of motions from the 3-D to 1-D simulations for this case is 1.8 and 1.5 at 0.5 and 1.0 sec, respectively. Figure 7.81 shows the results for the larger of the two Wooded Island earthquakes, for which the 3-D/1-D ratios are 1.1 and 0.9 at 0.5 and 1.0 sec, respectively.
Figure 7.80. Residuals of spectral acceleration ordinates over all the Hanford Site recordings from 1-D and 3-D simulations of the 2008 Prosser earthquake (Frankel et al. 2013).

Figure 7.81. Residuals of spectral acceleration ordinates over all the Hanford Site recordings from 1-D and 3-D simulations of the September 2011 Wooded Island earthquake (Frankel et al. 2013).
The results of validation exercises were interpreted to confirm the validity of the 3-D model for the site and superior performance of the 3-D simulations in reproducing the motions in which basin waves were most clearly present. On the basis of this outcome, the 1-D and 3-D simulations were then applied to a number of earthquake scenarios considered to be relevant to the hazard at the Hanford Site, as described in the following two sections. An important distinction, however, needs to be made, which is that for these cases, the 1-D simulations were no longer performed using the same 3-D approach with a flat-layered model but a completely different approach. At each location, a velocity profile was developed from the 3-D model; on the recommendation of the TI Team, for depths greater than 3 km, $V_s$ was taken to be equal to the value at the center of the fault rupture in order to achieve a degree of consistency between the 1-D and 3-D simulations. For each 1-D profile, Green’s functions were calculated using the frequency-wavenumber integration code of Zhu and Rivera (2002).

### 7.6.2.2 Crustal Earthquakes

Simulations were performed for three strong earthquakes associated with ruptures on major reverse faults below the Hanford Site (Figure 7.82). These scenarios were an earthquake of $M_{6.8}$ on the Rattlesnake Hills west segment, another of $M_{6.7}$ on the east segment, and an earthquake of $M_{6.6}$ on the Gable Mountain fault. In each case, the rupture histories were developed following the procedure of Frankel (2009) and the 3-D wave propagation modeled using the finite difference code of Liu and Archuleta (2002).

![Figure 7.82](image)

**Figure 7.82.** Location of three crustal earthquake ruptures modeled by Frankel et al. (2013) superimposed on a model showing shear-wave velocities. The blue area effectively marks the basin responsible for the 3-D effects to which Frankel et al. (2013) attribute amplifications of the ground motions.
For the forward simulations, the motions were developed using the 1-D and 3-D approaches at the five hazard calculation sites, and the results displayed in terms of ratios of 3-D/1-D results for response spectral ordinates at periods ranging from 0.5 to 10 sec. Figure 7.83 and Figure 7.84 show these results for two of the three crustal earthquake scenarios. These represent the end cases, the ratios from the Rattlesnake East scenario lying between those from these two scenarios.

![Graphs showing spectral ordinates ratios](image)

**Figure 7.83.** Ratios for spectral ordinates from 3-D to 1-D simulations for the M 6.8 Rattlesnake West fault earthquake (Frankel et al. 2013).

Although the actual ratios vary from one earthquake to another, and from one site to another, as would be expected, there are also persistent patterns in the results. The key observation is that for periods greater than 3 to 4 sec, the ratios are essentially equal to one, and in some cases are slightly less than unity for periods in the range of about 2 sec. The highest ratios are encountered at short periods, peaking in the
region of 0.5 to 0.75 sec, and the largest values reach 4.5 (Site A) for the Rattlesnake West earthquake and 2.7 (Site E) for the Gable Mountain earthquake.

**Figure 7.84.** Ratios for spectral ordinates from 3-D to 1-D simulations for the M 6.6 Gable Mountain fault earthquake (Frankel et al. 2013).

### 7.6.2.3 Subduction Earthquake

For the simulations corresponding to a large earthquake on the Cascadia subduction zone, full simulations from the source would have required a 3-D velocity model for most of the state of Washington and even then would be computationally prohibitive. Frankel et al. (2013) therefore opted to represent this scenario by a plane wavefront at the western edge of the basin, dipping at 41° (based on the
angle of incidence of a critical reflection from the Moho). The resulting 3-D/1-D response spectral ratios (Figure 7.85) show a pattern similar to the stronger crustal earthquakes, but reaching even higher values: for Site A, the maximum ratio is encountered at a period of 0.75 sec and reaches a value of 9.5.

![Figure 7.85. Ratios for spectral ordinates from 3-D to 1-D simulations for large Cascadia subduction earthquake (Frankel et al. 2013).](image)

### 7.6.3 Assessment of the Importance of 3-D Effects

The implications of the report by Frankel et al. (2013) are that for certain combinations of earthquake source and observation location, the predicted spectral ordinates at certain response periods—particularly those from 0.5 to 2.0 sec—would need to be amplified by factors of 4 or more to account for the basin effects caused by the uppermost sediment layers at the site. However, while the GMC TI Team accepted that there is good evidence for basin-generated waves being present in some situations, there are several motivations for interpreting the calculated amplification factors with some caution. The first consideration is the fact that the 3-D model of the site probably exaggerates the strength of the velocity contrast between the basin and the underlying materials at many locations. A second, and closely related, consideration is that the velocity model for the uppermost part of model is simplified (and does not include the velocity reversals within the SMBs stack) and is defined on a relatively coarse grid that will have led to a rather smooth model (in comparison with the actual lateral variations). Thirdly, the consequence of imposing a “zero topography” condition on the model suppresses the scattering that may be produced by surface topography and creates more a continuous “basin” than is present in the original 3-D model.
Another question that inevitably arises is why the 3-D/1-D ratios calculated for the forward-modeling scenarios are so much greater than those obtained for the validation cases? When asked, Dr. Frankel indicated it was because of the shallower depths of the sources for the large earthquakes on the local faults. However, this interpretation is difficult to reconcile with the fact that much stronger basin effects were found for the Prosser earthquake (with a focal depth of 18 km) than for the very shallow Wooded Island earthquakes (which occurred close the edge of the basin). The even higher ratios calculated for the Cascadia earthquake warrant particular attention. The first observation that can be made is that the concentration of all of the wave energy from this event into a single dip angle is likely to have contributed to rather extreme results and is unlikely to represent how the wave energy would arrive at the site in the event of such an earthquake. In order to obtain additional insight into the apparently very strong amplification of the motions from a great Cascadia earthquake due to basin effects, accelerograms recorded on the Hanford Site during the 2001 Nisqually earthquake were examined. Although this earthquake was of smaller magnitude ($M_{6.8}$) than the largest events considered on the Cascadia subduction zone, the recordings may still be expected to show basin effects if they are genuinely so pronounced for incoming waves from such earthquakes. The velocity traces were band-passed filtered between 0.5 and 2.0 Hz using a 4th-order Butterworth filter, following the treatment applied by Frankel et al. (2002) to recordings obtained close to the source of the same earthquake. Examples of the filtered velocity traces are shown in Figure 7.86, in which it can be seen that surface waves arrive about 30 sec after the S-waves, which suggests that these are regional surface waves rather than basin waves. There is no evidence of strongly amplified waves being generated following the arrival of the S-waves.

Another issue that needs to be borne in mind is that unlike for validation exercises, in the forward-modeling simulations, different approaches were used for the 1-D and 3-D calculations. At the request of the GMC TI Team, Dr. Frankel made direct comparisons of the two approaches by comparing spectral accelerations calculated using the finite difference code and the reflectivity code for the 1-D case. The ratios of the spectral ordinates calculated at each of the five hazard calculation sites with the two approaches are shown in Figure 7.87. The ratios are close to unity, at least on average, for response periods greater than 2 sec, but vary considerably at periods of 1 sec and shorter, where the finite difference approach gives values up to 20% higher or lower than the reflectivity approach, depending on the site. Although these differences are not sufficient to explain very large 3-D/1-D ratios obtained from the simulations, they need to be considered together with the other factors that have already been expounded above.

The TI Team’s interpretation of the results in Figure 7.87 is that the fluctuations of the ratios at short periods simply reflect the fact that the finite difference simulations may not be reliable at frequencies of 1 Hz and higher. The frequency range of such simulations is ultimately limited by the spatial resolution of the velocity model. In earlier studies of basin waves using the same analytical approach, such as for the Santa Clara valley (Hartzell et al. 2006) and the Seattle basin (Frankel et al. 2009), simulations were limited to an upper frequency limit of 1 Hz, despite having velocity models with superior resolution (the interpolation from a 100-m grid to a 25-m grid does not add information about the velocity structure). The GMC TI Team is of the view that the results obtained at frequencies greater than 1 Hz should be treated with caution and are probably not entirely reliable.
Figure 7.86. Accelerograms from the 2001 Nisqually earthquake recorded at the Hanford Site (upper: A200E, HLZ channel, lower: A400A, HLN channel). In both cases, the integrated velocity trace and the bandpass filtered velocity traces are also shown.
The finite difference code used is a proprietary program developed by Dr. Pengcheng Liu and is not available for inspection (the program was requested from Dr. Liu and the request was declined). Moreover, there is no available documentation of the program; the reference by Liu and Archuleta (2002) cited in Frankel et al. (2013), as well as in earlier publications making use of the same simulation code, is actually a single-paragraph abstract from an Annual Meeting of the Seismological Society of America.

In view of all of these considerations, the GMC TI Team reached the conclusion that while the presence of basin effects at the Hanford Site is accepted as a distinct possibility for many source-site combinations, the implied amplification factors found by Frankel et al. (2013) at periods of less than 2 sec are not considered reliable. The “basin” to which these amplification factors are attributed is not exceptional, in reality, neither in terms of its geometry (it is, in fact, a rather flat basin) nor in the velocity contrast between the sediments and the underlying material (when one takes into account the fact that most of the sites are not overlain by Unit A of the Ringold Formation). Therefore, any basin effects would not be expected to be markedly different from those present in the soil-site recordings of the strong-motion databases from which the selected GMPEs have been derived, given that almost by definition most soil sites are located within basins. The TI Team therefore concluded that the effect of any potential basin effects would be within the range of amplitudes implied by the ergodic standard deviations associated with the GMPEs. The TI Team decision therefore was to capture basin effects by using ergodic (rather than single-station) sigma in the modeling of spectral ordinates at those oscillator periods where such effects would be expected to manifest. However, because the amplifying effect of basin waves is attributed entirely to the suprabasalt sediments, it would not be appropriate to adjust the single-station sigma model adopted for the baserock motions (Section 9.6). The additional variability

---

**Figure 7.87.** Ratios of response spectral ordinates obtained with 1-D simulations using the finite difference approach to those obtained using the reflectivity code. (Figure courtesy of Dr. Art Frankel, USGS.)
required to encompass the potential contribution of basin effects is thus incorporated through minimum prescribed levels of variability in the site amplification functions that are to be convolved with the baserock hazard, as explained in Section 9.7.6.

7.7 Existing V/H Spectral Ratio Models

As noted at the start of this chapter, the ultimate goal of the project is to provide input to the characterization of the ground-shaking hazard at selected surface locations on the site. This characterization of the surface ground motions includes both horizontal and vertical response spectral ordinates. For reasons explained in Section 9.8.1, the vertical response spectra are to be obtained by application of V/H response spectral ratios to the horizontal response spectra. In this section of the report, available models for the V/H ratios of response spectral ordinates are reviewed and evaluated in light of the specific requirements for the Hanford Site, which are presented in the Section 7.7.1.

7.7.1 Requirements for V/H Ratios for Hanford PSHA

The horizontal response spectra that will ultimately be generated at the ground surface through convolution of the baserock hazard with site amplification functions will be defined at 20 oscillator periods ranging from 0.01 sec to 10.0 sec. Therefore, the V/H ratios also need to be defined for this same range of periods, although it is not necessary to be defined for all of the 20 target response periods (Chapter 9.0) because coefficients or actual ratios at any intermediate frequencies can be obtained from interpolation. However, for this to work well, it is necessary to include reasonably high sampling of the short-period range of the response spectrum and to include coefficients corresponding to the peak in the predicted function (Bommer et al. 2012), which for vertical spectra will tend to occur at a rather short period. Extrapolation beyond the range of periods covered by the models, however, is not advisable, particularly at the short-period end of the response spectrum.

Another consideration is that the horizontal response spectra are expressed in terms of the geometric mean of the two horizontal components, making it preferable to use V/H ratios also defined in terms of the same definition for the horizontal component of motion. However, if there were other compelling reasons to adopt ratios defined using another definition of the horizontal component—such as the larger of the two, for example—it would be reasonably straightforward to adjust for this difference using relationships between spectral accelerations defined by different treatments of the two horizontal components (e.g., Beyer and Bommer 2006; Watson-Lamprey and Boore 2007).

Because the V/H ratios are to be applied to horizontal spectral ordinates at the ground surface, they should be applicable to soil sites given that at all locations the surface deposits are sediments. In order to predict the V/H ratio at each location with increased accuracy, the ratio ideally should be defined as a function of $V_{s30}$ and calibrated for reasonably low values, such as the 400 m/s encountered at the WTP site.

The nature of the earthquakes likely to dominate the hazard also needs to be considered when selecting the models for the V/H ratios. The crustal earthquakes, associated with the faults of the YFB, will be earthquakes of moderate-to-large magnitude occurring at relatively short distances and associated mainly with reverse ruptures. Contributions to the hazard may also come from very large interface earthquakes located at about 250 km from the site on the Cascadia subduction zone.
In the following sections, available V/H ratios—grouped into three categories—are briefly assessed in terms of their applicability to the Hanford PSHA project in light of the selection criteria listed above.

### 7.7.2 Ratios from Predictions of Vertical and Horizontal Components

The first category of V/H models considered are those that can be obtained from GMPEs providing separate predictions of vertical and horizontal spectral ordinates. Provided that the data sets on which the two predictions are based are consistent—which would exclude, for example, the GMPEs of Bragato and Slejko (2005), because more than twice as many records were used for the vertical component predictions as were used for the horizontal model—then ratios of the median predictions for any specific scenario can provide the required input. One limitation of this approach would arise if the variability of the V/H ratio were required, because this cannot be obtained from the variability of the individual component predictions; the strong correlation between the amplitude of horizontal and vertical components leads to much smaller variability in predictions of the ratio. Only Campbell and Bozorgnia (2003) performed the exercise of separately calculating the standard deviation of predicted V/H ratios.

Bommer et al. (2011) reviewed a number of GMPEs providing predictions of both vertical and horizontal response spectral ordinates, summarizing their key characteristics. None of these satisfies all of the requirements listed in the previous section, and most fail on multiple accounts. Of the 16 models reviewed by Bommer et al. (2011), only Abrahamson and Silva (1997) extend to periods as small as 0.01 sec—for more than half of the equations, the shortest period is 0.05 sec or greater—but its upper limit is 5 sec. If the selection criteria are limited just to the requirements of coefficients for very short periods (say 0.03 sec or less), that the equation is applicable to earthquakes of at least magnitude 7, and that the equation includes explicit $V_{s30}$, then all the equations considered by Bommer et al. (2011) are rejected.

More recently, a report was issued by PEER (2013) presenting preliminary versions of the vertical component models that will complement the NGA-West2 GMPEs for the horizontal components. The models satisfy all of the requirements (for crustal earthquakes) with the exception of being limited to an upper period of 3 sec. However, some of the chapters of the report only present work in progress and others state the models are to be updated and modified; it is apparent that the report was produced somewhat prematurely to address contractual obligations to project sponsors (Dr. NA Abrahamson, personal communication, 2014).

In conclusion, none of the currently available pairs of GMPEs for vertical and horizontal response spectra are particularly promising in terms of satisfying the main requirements of this application.

### 7.7.3 Direct Predictions of V/H Ratios

A small number of equations have been developed that directly predict the ratio of V/H spectral accelerations at several oscillator periods as functions of the same parameters generally included in GMPEs such as magnitude, style of fault, distance, and site classification. Several of these models can be rejected simply on the basis of not providing predictions at short periods, which eliminates those of Ambraseys and Simpson (1996), Ambraseys and Douglas (2003), and Kalkan and Gülkan (2004), none of which provide coefficients for periods less than 0.1 sec. Other reasons these models do not warrant
further consideration are that they each have a number of deficiencies: for example, Ambraseys and Douglas (2003) used only recordings from distances of less than 15 km, and the V/H ratios are predicted only as a function of the style of faulting.

Bommer et al. (2011) derived equations for V/H spectral ratios from a database of strong-motion accelerograms recorded in Europe and the Middle East. The upper limit on the period range is 3 sec and the equations use site classes rather than explicit $V_{S30}$. Another shortcoming of this model, from the perspective of potential application to the Hanford Site, is that reverse-faulting earthquakes are not well represented in the European strong-motion database, hence the model is not well constrained for the type of earthquake expected to dominate the hazard.

The more recent European model by Akkar et al. (2014a) addresses some of the limitations of the Bommer et al. (2011) model, most significantly by incorporating $V_{S30}$ as an explicit predictor variable. The upper period limit was extended to 4 sec. However, the weak constraint for reverse-faulting earthquakes remains an issue. This is also true for the model of Gülerce and Akyüz (2013), which is a modification of the Gülerce and Abrahamson (2011) model—discussed below—to fit the strong-motion database from Turkey, in which reverse-faulting earthquakes are not strongly represented.

Tezcan and Piolatto (2012) derived a nonparametric model for predicting V/H spectral ratios, using a subset of 652 recordings from the NGA-West1 database. All of the recordings were generated by strike-slip earthquakes, which immediately makes the equations unsuitable for this application. The period range covered by the model is from 0.05 to 4.0 sec, which is another serious shortcoming from the perspective of the Hanford Site.

The most promising model is that of Gülerce and Abrahamson (2011), which was derived from the NGA-West1 database and predicts V/H response spectral ratios at 15 periods between 0.01 and 10.0 sec. The data set used and the functional form of the predictive equation are similar to those of the Abrahamson and Silva (2008) NGA-West1 GMPE. Although coefficients are provided for ratios at periods up to 10 sec, Gülerce and Abrahamson (2011) note that the usable frequency range of many recordings, as a consequence of filtering, eliminates the majority of the records from the regressions at longer periods: “The significant drop in the number of recordings at 2.6 s indicates that the long-period predictions from this model are not well constrained by the empirical data.” Inspection of the tabulated coefficients of the model reveals that several of the coefficients are kept constant at periods of 3 sec and greater, with only minor changes in the others; at 5, 7.5, and 10 sec, the coefficients are all identical, from which it can be inferred that the predicted ratios at longer periods were simply constrained to remain constant.

The model predicts the V/H ratios as a function of magnitude, distance, and $V_{S30}$ (Figure 7.88). The model includes nonlinearity in the site response, which leads to very high predicted V/H ratios for large magnitudes and short distances, because the nonlinear response of softer sites diminishes the horizontal spectral ordinates but does not affect the vertical component of motion. The predictive model also includes the influence of the style of faulting, showing the pattern observed in other earlier studies that reverse-faulting earthquakes produced lower V/H ratios at short periods than other rupture mechanisms (Figure 7.89). A notable feature of the Gülerce and Abrahamson (2011) model is that it includes correlations between the residuals of the predicted V/H ratios and the horizontal period-to-period variability, which enables the construction of vertical conditional mean spectra. The only other model that also provides such correlations is that of Akkar et al. (2014a).
Figure 7.88. Predicted median V/H spectral ratios from the model of Gülerce and Abrahamson (2011) for earthquakes on a vertical strike-slip fault. Top row: ratios for a rock site ($V_{s30} = 760$ m/s) at rupture distances of (a) 5 km and (b) 30 km from earthquakes of different magnitudes. Bottom row: the same but for a soil site ($V_{s30} = 270$ m/s).

No studies have been published for the prediction of V/H spectral ratios specifically for subduction earthquakes. However, Gregor et al. (2012) explored the applicability of the Gülerce and Abrahamson (2011) equations to large subduction interface earthquakes using recordings from the M 8.8 Maule (Chile) earthquake of 2010 and the M 9.0 Tohoku (Japan) earthquake of 2011. The average residuals at different response periods for these data are shown in Figure 7.90 and Figure 7.91. The results show that at least for periods up to 1 to 2 sec, the Gülerce and Abrahamson (2011) equations perform well for these subduction earthquakes, despite the fact that the magnitudes of the earthquakes is beyond the upper limit of applicability of the model, which is stated as M 8 for dip-slip earthquakes. At longer periods, the Maule data are under-predicted by the equations; however, it is important to recall that the ratios for longer-period ordinates are simply assumed to be the same as those at 3 sec. Therefore, the relatively poor performance of the equations for longer-period spectral accelerations does not necessarily diminish the apparent suitability of the model based on its performance at periods of 1 sec and less.
Figure 7.89. Predicted median V/H spectral ratios from the model of Gülerce and Abrahamson (2011) from an earthquakes of M 7 of different mechanisms at a rupture distance of 5 km for (a) a soil site with $V_{s30} = 270$ m/s and (b) a rock site with $V_{s30} = 760$ m/s.

Figure 7.90. Average residuals of spectral ordinates from 31 recordings of the 2010 Maule earthquake in Chile calculated using the Gülerce and Abrahamson (2011) prediction equations (Gregor et al. 2012).
Figure 7.91. Average residuals of spectral ordinates from 360 recordings of the 2011 Tohoku earthquake in Japan, grouped in different distance ranges, calculated using the Gülerce and Abrahamson (2011) prediction equations (Gregor et al. 2012).

A point worth noting is that the distance of the Hanford Site from the Cascadia subduction zone is somewhat greater than the distance range of the Maule data in Figure 7.90. The black curve in Figure 7.91 corresponds to Tohoku recordings in the distance range of 200–300 km, which covers the distance separating the Hanford Site from Cascadia, and it is interesting to note that the residuals in this range are somewhat higher than those for the data recorded at shorter distances.

For completeness, the model of Edwards et al. (2011) for V/H spectral ratios on hard rock sites is also noted. The model was derived from a database of recordings from rock sites; small-magnitude data came from Switzerland and larger-magnitude data from Japan. The parameter chosen to characterize the sites is the QWL velocity rather than $V_{s30}$. The behavior represented by the resulting model is very different from that displayed in the other models reviewed herein, first by the fact that it finds almost no influence of the earthquake magnitude, and style of faulting was not considered. Distance was also found to exert only a very weak influence, but Edwards et al. (2011) proposed a correction to the V/H ratios for sites at short distances (hypocentral distance less than 30 km); this correction reduces the V/H ratios with respect to those at greater distances, which is counter to all other models, which predict higher V/H ratios at sites closer to the source.
7.7.4 Simplified Models for V/H Spectral Ratios

The models reviewed in the previous sections have the advantage of accurately capturing the influence of parameters such as magnitude and distance on the V/H response spectral ratios. Their application, however, requires that the hazard be disaggregated at the annual frequency of exceedance and oscillator period of interest in order to obtain the input values for the models. Although extensive disaggregations of the hazard are presented in this report (Section 10.3), the sponsors may wish to consider simpler models for the V/H spectral ratios, for which reason these are briefly reviewed in this section.

During many years, the few seismic design codes that did specify a vertical response spectrum simply scaled the horizontal spectrum by a factor on the order of $\frac{2}{3}$. This approach has long been recognized as inadequate because the shape of the vertical and horizontal spectra are always different. Some seismic design codes have acknowledged this by including independent specifications of the vertical response spectrum, including Eurocode 8 (CEN 2004) and NEHRP (2009), the former based on the work of Elnashai and Papazoglu (1997) and the latter based on the model of Bozorgnia and Campbell (2004). The model of Bozorgnia and Campbell (2004) was based on the GMPEs of Campbell and Bozorgnia (2003), which covered a period range of 0.05 to 4 sec and used site classes rather than explicit $V_{s30}$.

In the nuclear realm, the RG 1.60 response spectrum (USAEC 1973) was the first move away from a constant V/H ratio of $\frac{2}{3}$; it retained this value for response frequencies lower than 0.25 Hz and transitioned to a value of unity for frequencies above 3.5 Hz. A similar model was proposed more recently by Cauzzi and Faccioli (2008) who specified the $\frac{2}{3}$ value at frequencies below 5 Hz and a value of unity for frequencies of 10 Hz and higher. Specifically to update the RG 1.60 spectral shapes for nuclear applications, McGuire et al. (2001) derived V/H ratios for rock sites in the western United States (WUS) and in central and eastern United States (CEUS), which cover the period range of interest to the Hanford project. These ratios are defined as a function of the PGA value, which is presumably a surrogate for the influence of distance and perhaps also magnitude. Figure 7.92 shows the ratios proposed by McGuire et al. (2001). The limitation of these models is that they are only calibrated to rock conditions and therefore are unlikely to be appropriate for application at soil sites such as those encountered at Hanford.

Another simplified model for constructing smoothed spectra from which V/H ratios can be inferred is that proposed by Malhotra (2006). This approach used values of PGA, peak ground velocity (PGV), and peak ground displacement (PGD) and is therefore not applicable to the Hanford Site because PGV and PGD are not part of the output from the PSHA.
Figure 7.92. V/H spectral ratios for rock site in WUS and CEUS for different ranges of PGA as proposed by McGuire et al. (2001).
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