Determination of heat conductivity of waste glass feed and its applicability for modeling the batch-to-glass conversion
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Abstract
The effective heat conductivity (λ) of reacting melter feed affects the heat transfer and conversion process in the cold cap, a layer of reacting feed floating on molten glass. A heat conductivity meter was used to measure λ of samples of a cold cap retrieved from a laboratory-scale melter, loose dry powder feed samples, and samples cut from fast-dried slurry blocks. These blocks were formed to simulate the feed conditions in the cold-cap by rapidly evaporating water from feed slurry poured onto a 200°C surface. Our study indicates that the effective heat conductivity of the feed in the cold cap is significantly higher than that of loose dry powder feed, which is a result of the feed solidification during the water evaporation from the feed slurry. To assess the heat transfer at higher temperatures when feed turns into foam, we developed a theoretical model that predicts the foam heat conductivity based on morphology data from in-situ X-ray computed tomography. The implications for the mathematical modeling of the cold cap are discussed.
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1 INTRODUCTION

The Hanford Waste Treatment and Immobilization Plant is tasked to immobilize radioactive waste from plutonium production in the form of stable glass. This glass will be formed by melting radioactive waste mixed with glass-forming and glass-modifying additives in an all-electric Joule-heated melter. When poured into the melter, the melter feed creates a cold cap, a layer of reacting feed components floating on the surface of molten glass (Figure 1). The cold cap consists of two main layers: the open-porosity layer and, below it, the foam layer that contains gas bubbles trapped in glass-forming melt. Although most of the gas-evolving reactions take place in the upper layer before open porosity closes at foam onset temperature $T_{FO}$, the residual gases evolving at $T>T_{FO}$ are responsible for the evolution of primary foam. At even higher temperatures, the decreasing melt viscosity allows bubbles to coalesce and foam to collapse; convective currents then sweep away large bubbles to cold cap edges or to vent holes where they escape to the plenum space.

Batch melting in a cold cap is assumed to be jointly controlled by the heat transfer from the pool of molten glass and by the batch-to-glass conversion kinetics. Thus, behavior and properties of the cold cap have been the subject of numerous experimental and modeling studies. This study focuses on the determination of the effective heat conductivity (λ) of the cold cap, which greatly affects the heat transfer, and thus has a strong impact on the rate of melting, temperature profile, and other phenomena.
such as silica dissolution or spinel formation. Having a realistic \( \lambda(T) \) function, which depends on the effective conductivities of individual phases, including thermal radiation, and on the 3D morphology, is crucial for the development of the advanced cold-cap model.\(^{12}\)

In our previous work,\(^{11,13}\) we followed studies of Faber,\(^ {14}\) Conradt,\(^ {15}\) and Verheijen,\(^ {16,17}\) and obtained the \( \lambda \) values from measured temperature profiles in a cylindrical crucible filled with a powdered simulated nuclear waste feed. The crucible wall was heated at a constant rate from room temperature up to 1100 °C.\(^ {11,13}\) Although this experimental setup provided a reasonable estimate of the heat conductivity for use in the recently developed mathematical model of the cold cap,\(^ {12,18}\) it also has several drawbacks. The small number and wide spacing of the thermocouples in this setup result in a high uncertainty of heat conductivity values calculated from the dynamic experiment.\(^ {16}\) Also, the temperatures measured by thermocouples are affected by (i) the reaction heat, (ii) the flow of gases from gas-evolving reactions, and (iii) the feed movement during compaction and foaming. Last, the heat conductivity was obtained for feed samples in the form of loose, dry powder, whereas the structure of the feed in an actual cold cap, which is formed by water evaporation from the feed slurry, is rigid, resembling porous rock.

To address these issues and validate our previous results, we measured \( \lambda \) of loose dry powder feed at various levels of compaction (densities) using the transient hot bridge method (THB).\(^ {19}\) Further, we prepared “fast-dried slurry blocks” (FDSBs) by evaporating water from the feed slurry to simulate the conditions during the cold-cap formation. Finally, we measured the heat conductivity of actual cold-cap samples retrieved from a laboratory-scale melter (LSM), obtaining a good agreement with the FDSB values.

The disadvantage of the THB method is that the \( \lambda \) measurement is limited to room temperature. Thus, it is inadequate for samples whose structure (and thus \( \lambda \)) significantly changes upon cooling, such as for samples containing primary foam. Instead, we present a theoretical model for the heat conductivity of primary foam that employs the foam morphology data obtained from X-ray computed tomography\(^ {7}\) (porosity and bubble size), together with literature models for multiphase heat transfer, including radiation.\(^ {20,21}\) The results are in reasonable agreement with \( \lambda \) values reported for primary foam. Having such a model is invaluable for the development of the cold-cap mathematical model, since the measurement of heat conductivity is subject to high uncertainty once the feed starts to move during its shrinkage and primary foaming.

## 2 | THEORY

### 2.1 Heat conductivity of multiphase materials

Many analytical equations exist regarding the estimation of effective heat conductivity of porous or hetero-phase materials, such as solid mixtures or glass foams. Generally, the heat conductivity of such materials depends both on the effective conductivities of individual phases, including thermal radiation, and on the 3D arrangement of the solid/liquid mixture. Frequently used analytical equations are based on the parallel plates model, the series plates model, the effective medium theory model, the Maxwell model, the Hamilton model, and the reciprocity model.\(^ {20}\)

The disadvantage of these analytical models is that they consider simple predefined morphology. For example, the effective medium theory model considers only materials with a completely random distribution of all components. The Maxwell model is valid for a dispersion of small particles within a continuous matrix phase in which the particles are far apart from each other, so that the local distortions of the transport characteristics around each particle do not interfere with those of their neighbors.\(^ {15}\) Thus, several approaches were proposed to expand the applicability of the analytical models. One commonly used route is to treat the heterogeneous material as a combination of parallel and series resistors, whose effective heat conductivity can be calculated as a weighted mean.\(^ {16,20}\)

In addition to analytical models, many empirical or semi-empirical equations have been developed for more complicated morphologies. Empirical coefficients in these equations are obtained by numerical fitting to experimental data.\(^ {20,22-24}\) Although this approach is useful in specific cases, it is limited by the limited validity of empirical parameters.

With the rapidly increasing computer power, the focus is shifting to development of accurate numerical methodology. Contrary to empirical models, numerical simulations do not
use empirical parameters and are successfully used for material morphology optimization or even for the design of new materials.\textsuperscript{25,26} The common approach employs the 2D or 3D computer reconstruction of real materials using microscopy or tomography images and its discretization into 2D or 3D mesh, and subsequent simulation of the heat transfer using a suitable method, such as the finite volume method (FVM), finite element method, or lattice Boltzmann method. One of the critical issues with this approach is often, as is the case in our work as well, the quality of the microscopy or tomography images, which often do not capture the morphology in sufficient detail.\textsuperscript{27}

### 2.2 Heat conductivity of condensed phase

One of the main components of reacting waste batch feed is crystalline silica. Its phonon conductivity is limited by scattering of the phonons at lattice imperfections. This scattering generally increases with increasing temperature; therefore, the phonon conductivity of crystalline silica decreases with increasing temperature, from 273 to 1373 K, according to Verheijen.\textsuperscript{16}

\[
\lambda_{\text{silica}} = 2.81 + 8.60 \times 10^2 T^{-1} + 2.11 \times 10^5 T^{-2}, 
\]

where \( T \) is temperature in K and \( \lambda \) is in W·m\(^{-1}\)·K\(^{-1}\).

In the case of amorphous components, such as glasses or melts, where no short-range structural ordering of atoms is present, the phononic heat conductivity is generally much lower than that in crystalline materials. Thermal dependence of phononic heat conductivity is mainly given by the thermal dependence of the specific heat of the species. For example, Mann et al.\textsuperscript{28} measured the intrinsic phonon conductivity of float glass up to about 780 K, which is given by

\[
\lambda_{\text{float\_glass}} = 0.97 + 6.24 \times 10^{-4} T. 
\]

In this study, the components of a waste glass batch are both crystalline and amorphous, and therefore the temperature of the mixture is considered to have only a negligible effect on heat conductivity up to 700°C, which agrees with our previous experimental results.\textsuperscript{11,13} Above this temperature, the feed structure changes as the primary melt and foam appears, and \( \lambda \) starts to change significantly.

### 2.3 Heat conductivity of gas phase

The temperature-dependent heat conductivity of air up to 1300 K is\textsuperscript{29}

\[
\lambda_{\text{G,\_cond}} = 1.2 \times 10^{-2} + 5.5 \times 10^{-5} T \quad (3)
\]

At higher temperatures, when the glass batch turns into primary foam and the pores become spherical, the contribution of radiation must be also considered. According to Loeb,\textsuperscript{21} the radiative contribution to heat conductivity, \( \lambda_{\text{G,\_rad}} \), is given by

\[
\lambda_{\text{G,\_rad}} = 4\gamma d\varepsilon \sigma T^3 
\]

where \( \gamma \) is the shape factor (\( \gamma = 2/3 \) for spherical pores), \( d \) is the pore diameter, \( \varepsilon \) is the emissivity, and \( \sigma \) is the Stefan-Boltzmann constant. For molten glass, \( \varepsilon = 0.88 \), taken from Viskanta and Wu.\textsuperscript{30} Equation 4 sometimes also includes the term \( n^2 \), where \( n \) is the refraction index of gas. But considering that \( n \) is close to unity for typical gases (1.000293 for air), it is often omitted. The overall gas effective heat conductivity is then \( \lambda_{\text{G}} = \lambda_{\text{G,\_cond}} + \lambda_{\text{G,\_rad}} \).

### 2.4 Heat conductivity of porous glass batch

Verheijen\textsuperscript{16} tested several methods to estimate the heat conductivity of a silica sand and soda-lime-silica batch from room temperature up to 1000°C. He concluded that none of the simple models, such as series or parallel plates models, a continuous phase network model (CPNM), or a dispersed phase network model (DPNM), predicted the temperature-dependent heat conductivity that would be close to experimentally measured data. Instead, he obtained an excellent agreement with measured data with a weighted mean of series and parallel resistances, given by

\[
\lambda_{T,\text{\_eff}} = \frac{1}{(\Psi/\lambda_{\text{CPNM}} + (1 - \Psi)/\lambda_{\text{SNM}})} 
\]

where \( \Psi \) is the connectivity parameter, \( \lambda_{\text{SNM}} = \varepsilon_G \lambda_{\text{G}} + (1 - \varepsilon_G) \lambda_S \), and \( \lambda_{\text{CPNM}} = \varepsilon_G \lambda_{\text{G}} + (1 - \varepsilon_G) \lambda_S \). \( \lambda_S \) and \( \lambda_G \) are the heat conductivities of the condensed and gas phases, respectively, and \( \varepsilon_G \) is porosity. In his work, he obtained \( \Psi = 0.29 \) by fitting Equation 5 to measured data for silica sand. In our work, \( \varepsilon_G \) will be evaluated from in-situ X-ray computed tomography (CT).

### 3 EXPERIMENTAL

#### 3.1 Feed preparation and heat treatment

##### 3.1.1 Dry melter feed powder

The powder batches were prepared as is described in Schweiger et al.\textsuperscript{9} The compositions of two high-alumina high-level waste melter feeds (named A0 and A19) are provided in Table 1. Both glasses are simplified versions of the glass designed for the Hanford Waste Treatment and Immobilization Plant.\textsuperscript{33} The feed chemicals were mixed in deionized
water to prepare slurry. The slurry feed was dried at 105°C overnight in an oven and milled to powder. Samples were prepared by heating dry feed in quartz crucibles at a rate of 10 K/min to test temperatures (up to 800°C), from which they were quenched in the air.

Figure 2A displays the initial state of the A19 dry feed before the heat treatment of samples for the heat conductivity measurements. During heating, the feed undergoes a significant (~20%) weight loss associated with decomposition reactions (mainly evolution of water, carbon and nitrogen oxides, and oxygen). Significant shrinkage of the feed occurs between ~700°C and ~800°C (shown in Figure 2B), caused by sintering of the feed and formation of primary and glass-forming melt. After the open porosity closes, the feed turns into foam. Table 2 summarizes the density of the A19 dry feed as a function of temperature.

### 3.1.2 Cold-cap sample preparation

The A19 feed slurry, prepared as described above, was batched at a glass yield of 400 g·L⁻¹ of slurry and charged into a 9.5 cm diameter LSM vessel, at a glass production rate of 665 kg·m⁻²·day⁻¹, as described previously by Dixon et al. After charging for 35 minutes to form a cold cap, the crucible was removed from the LSM furnace and rapidly cooled. The cooling process resulted in fracturing of the cold cap from which several samples of reciprocal cold-cap surfaces were sanded as shown in Figure 2C.

### 3.1.3 Fast-dried slurry blocks (FDSBs)

The FDSBs were prepared to simulate the structure of the feed material in the cold cap. Feed slurry with a glass yield of 400 g·L⁻¹ was charged at 4.5 mL·min⁻¹ into a 12 cm×4 cm×5 cm, aluminum-foil-lined stainless steel mold. The mold was held at 200°C on a hot plate for the duration of slurry charging. Charging stopped after 60 minutes. The remaining water boiled off within 5 minutes, after which the mold was removed from the hot plate and allowed to cool to room temperature. The dried samples were peeled away from the aluminum foil and sanded to a flat-bottomed block as shown in Figure 2D. Visual inspection of the FDSB samples revealed similar structure to the cold cap sample displayed in Figure 2C. Individual FDSBs were then heat treated to temperatures ranging from 400°C to 700°C at 5 K·min⁻¹, which corresponds to the reacting feed region of the cold cap.

The densities of the FDSBs, listed in Table 2, are higher than that of dry feed powder in the entire temperature range below the onset of foaming. The density was evaluated by the Archimedes method in a kerosene medium and geometrically by dividing the mass of the sample by its volume, obtaining a good agreement between the two methods. The difference for the 200°C FDSB sample could be caused by the presence of closed porosity at lower temperatures, which is not captured by the Archimedes method. A small amount of closed porosity in the sample could be formed by liquid (molten salts) and amorphous (borate, alumina) phases in the sample.

A cross-sectional image of a non-heat-treated FDSB and the reacting feed region of a cold cap retrieved from the LSM, obtained from X-ray computed tomography, are shown in Figure 3. The reacting feed region in the cold cap (Figure 3B) varies in temperature from ~100°C at the top to ~700°C at the bottom where gases begin to accumulate into bubbles, while the temperature of the feed in the non-heat-treated FDSB doesn’t exceed 300°C. Similar material (gray pixels) and void (black pixels) structures can be observed in both samples: (i) the red marked areas showing the top surface from which slurry evaporated last,
and (ii) the yellow marked areas showing porous regions corresponding to feed temperatures between 200-300°C, in which a large amount of gases is liberated.

### 3.2 Heat conductivity measurements

The heat conductivity of samples was measured using a Linseis THB-100 m. The principle of the THB method is described in detail in Hammerschmidt and Meier. The probe is a thin strip shaped conductor, which is used as both the heat source and temperature sensor. During the measurement, the probe is inserted into the powder feed or sandwiched between two flat samples of solid material (in the case of FDSB or cold-cap samples).

Two types of probes were used in this study: the hot bridge sensor (THB) with a higher accuracy, but requiring larger samples (min. sample dimension 45 mm×25 mm×5 mm); and the hot point sensor (HTP, Linseis GmbH, Selb, Germany), which can measure samples as small as 3 mm×3 mm×3 mm, but has slightly lower accuracy. The sensors were calibrated using the standards provided. Each measurement was repeated at least three times and the average value was reported. The measurement accuracy was within 3%.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>A19 dry feed</th>
<th>FDSB - Geometric</th>
<th>FDSB - Archimedes</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>1130</td>
<td>1550</td>
<td>1370</td>
</tr>
<tr>
<td>400</td>
<td>960</td>
<td>1220</td>
<td>1240</td>
</tr>
<tr>
<td>500</td>
<td>–</td>
<td>1120</td>
<td>1140</td>
</tr>
<tr>
<td>600</td>
<td>870</td>
<td>1120</td>
<td>1110</td>
</tr>
<tr>
<td>625</td>
<td>–</td>
<td>1060</td>
<td>–</td>
</tr>
<tr>
<td>650</td>
<td>–</td>
<td>1000</td>
<td>–</td>
</tr>
<tr>
<td>700</td>
<td>790</td>
<td>glassy</td>
<td>glassy</td>
</tr>
<tr>
<td>770</td>
<td>1430</td>
<td>glassy</td>
<td>glassy</td>
</tr>
<tr>
<td>790</td>
<td>1650 (glassy)</td>
<td>glassy</td>
<td>glassy</td>
</tr>
<tr>
<td>800</td>
<td>1760 (glassy)</td>
<td>glassy</td>
<td>glassy</td>
</tr>
<tr>
<td>&gt;800</td>
<td>glassy</td>
<td>glassy</td>
<td>glassy</td>
</tr>
</tbody>
</table>
3.3 | **Heat penetration experiment**

To compare the thermal properties of A0 and A19 melter feed, a heat penetration experiment was conducted as described in our previous studies\(^\text{11,13}\) with the A19 feed. The feed (465 g) was placed in a fused silica ceramic crucible (DFC Ceramics, Inc., Canon City, CO) 10 cm in diameter and 19 cm high; see Figure 4. Two type-K thermocouples (TCs), labeled A1 and A2, were attached to the opposite sides of the crucible external wall; two TCs, labeled B1 and B2, were attached to the inner wall; and six TCs, labeled C1, D1, E1, E2, D2, and C2, were spaced evenly through the feed at ~2.5 cm below the surface of the feed.

Figure 5 shows the comparison of the temperature field evolution in the A0 (dashed line) and A19 (solid line) melter feeds while the crucible was heated at 5 K-min\(^{-1}\) (the A0 data are taken from our previous study\(^\text{11}\)). The A19 and A0 temperature fields follow a similar pattern: the nearly parabolic radial temperature profiles markedly changed with the time of heating, becoming nearly flat at times \(t_1\), \(t_2\), and \(t_3\) (see Figure 5). The first flattening is attributed to the effect of water vapor release and the effect of the vapor stream on the thermocouples. The second flattening, observed around foam onset temperature, \(T_{FO}\), corresponds to feed shrinkage and sintering as the open porosity of the feed closes and porosity significantly decreases. The third flattening, observed around foam maximum temperature, \(T_{FM}\), occurred when the foam started to collapse and convection began to affect the temperature field. The temperature evolutions of A0 and A19 are similar except that the second flattening (related to the compaction of feed at \(T_{FO}\)) occurs at a lower temperature for A19, which compacts at a lower temperature than A0.

From the measured temperature profiles, the \(k(T)\) function of the melter feed was fitted using the FVM together with least-square analysis.\(^\text{11}\)

3.4 | **Foam morphology from X-ray CT**

As reported in Harris et al.\(^\text{2}\) the morphology of various feeds during their batch-to-glass transition was investigated using in-situ X-ray computed micro-tomography (\(\mu\)CT, InspeXio SMX-225CT, Shimadzu Co. Ltd., Tokyo, Japan). Pellets made of dry feed, initially cylindrical in shape, were heated at 10 K-min\(^{-1}\) and imaged at 20°C intervals from 600°C to 1040°C. Cross sections obtained through central profiles of a pellet and parallel to its axis were digitally segmented into gas and a condensed phase. The primary foam morphology was characterized by the pellet profile area, the maximum bubble diameter, and the void fraction, as displayed in Figure 6 for the A19-5 feed, which has very similar composition to A19. The maximum resolution of the \(\mu\)CT images (cubic voxel with 100 \(\mu\)m edge size) was not sufficient to get information about feed morphology at temperatures below 600°C. However, simultaneous pellet expansion experiments\(^\text{6}\) showed that the pellet shape and volume changed little below this temperature. A previous scanning electron microscope analysis showed that the maximum pore size below 700°C was \(~30\ \mu\text{m}\).\(^\text{8,35,36}\) This rough value does not affect the results because the contribution of radiation at lower temperatures is negligible.
4 | RESULTS

4.1 | Heat conductivity of A0 and A19 dry feed using THB 100

Figure 7 displays the results of heat conductivity measurements of A0 and A19 dry powder feeds using a Linseis THB100. The measured heat conductivity depends both on the density of the powder feed (its compaction) and on the temperature to which the feed was heated before the measurement at room temperature was conducted.

The values obtained using the conductivity meter are similar for A19 and A0 dry powder. Moreover, they are in good agreement with literature values on a soda-lime glass batches, obtained by a different method.16,17 Heat conductivities of samples heated to higher temperatures (700°C, 770°C, 790°C, 800°C) greatly increase with temperature because of the sintering effect and feed shrinkage (see Figure 2B). Visible glass-forming melt appeared above 800°C, associated with the onset of foaming, which prevented us from measuring meaningful λ values at higher temperatures.

Figure 8 compares heat conductivity measured by the THB (points) with that evaluated by FVM (see Rice et al.11 for details) from the heat penetration experiment performed with A19 (solid lines) and A0 (dashed lines). The λ values for A19 and A0 feeds measured by THB are nearly identical, and are close to values from heat penetration experiments at 200°C.11 At temperatures above 300°C, the THB and heat penetration values start to deviate. The conductivity measured by THB at room temperature is lower because molten salt recrystallizes upon cooling; between 300°C and 600°C, boric acid and oxyionic salts (nitrates, nitrites, carbonates) react and melt. Molten phase, although present in a small fraction, wets feed particles, enhancing the conductivity.

Above 600°C, λ values go through a maximum at the foam onset temperature $T_{FO}$ (~700°C for A19, ~800°C for A0) related to feed densification. The decrease in λ($T$) for $T>T_{FO}$ is attributable to the insulating effect of gas in primary foam. Radiative heat transfer in conjunction with the increasing size of foam cells causes the second sharp increase in λ. At this point, the λ values become affected by convection and the growth and collapse of bubbles as the main contributors to heat transfer. The λ($T$) curves follow similar trends but are shifted by ~100°C. This is caused by earlier formation of glass-forming melt in A19.

FIGURE 6 Maximum bubble diameter, pellet height, and porosity as functions of temperature, evaluated from μCT images. The dotted green line below 800°C represents values estimated from scanning microscope analysis.

FIGURE 7 Comparison of the heat conductivity A19 and A0 dry feeds as a function of sample density and temperature it was heated to. Literature data for soda-lime-silica batches are also plotted for comparison.

FIGURE 8 Comparison of heat conductivity of A19 and A0 dry feed measured using THB and evaluated from heat penetration experiment by FVM.
feed resulting in earlier feed compaction (see the difference in \( T_{FO} \) in Figure 5).

The movement of the A19 feed associated with its shrinkage (see Figure 2A,B) starts at the wall when the temperature increases above 600°C and then progresses to the crucible center, possibly even affecting the location of the thermocouples (by bringing them closer together). The radial component of this feed movement affects the temperature field, possibly resulting in higher apparent heat conductivity. Although the real heat conductivity increases as the feed shrinks, feed displacement by shrinkage and primary foam growth result in overestimated \( \lambda \) values. On the other hand, the THB values in this region are likely underestimated, especially due to the crystallization of salts and solidification of the glass-forming melt upon cooling. Thus, it is plausible that the real heat conductivity values are somewhere between the THB and heat penetration values.

The difference between the temperature intervals of A19 feed shrinkage during the THB experiments (700-800°C, see Table 2) and during the heat penetration test (600-700°C) is attributable to the different furnaces and different setups used. Thermocouples were in direct contact with the feed in the heat penetration test, whereas ceramic crucibles were used in the THB test, which could shield the feed during the heating.

### 4.2 Heat conductivity of FDSB and cold-cap samples

Next to the dry powder feed, Figure 9 presents heat conductivities of FDSB samples, measured by both THB and HTP sensors together with the range of heat conductivities of the cold-cap samples. The \( \lambda \) values for FDSB samples are considerably higher than those of the dry powders. This is mainly caused by the higher connectivity of the feed in FDSB, which forms a solid block of material. The \( \lambda \) values of FDSB samples decrease as temperature increases. This is mostly caused by gas-evolving reactions, such as release of water from gibbsite, which increase the feed porosity and decrease the connectivity of the feed in the porous block. However, the as-received and 200°C heat-treated FDSB samples were stiff and hard, the gibbsite dehydration at 250-350°C loosened the feed block structure, which was typically accompanied by minor volume expansion (also reported in Lee et al.).

Using an HTP sensor, the heat conductivity values measured for the open-porosity layer in four LSM cold-cap samples were 0.330, 0.275, 0.235, and 0.177 W·m\(^{-1}\)·K\(^{-1}\). Considering that the temperature of the feed in this layer reached approximately 400°C-600°C, the results are in agreement with measured FDSB values (the gray box in Figure 9), indicating similarity between the cold cap and FDSBs. The lowest value was measured for the cold-cap sample heated to the highest temperature, ~550°C, as confirmed by subsequent thermogravimetric analysis of the sample from the cold cap.

As discussed in the previous section, the THB and HTP values can underestimate the real conductivity values because molten salts solidify upon cooling to room temperature.

### 4.3 Theoretical prediction of heat conductivity of glass batch

The solid line in Figure 10 displays the effective heat conductivity of a representative feed containing 50% crystalline silica and 50% amorphous material (glass cullet) obtained by Equations 1-5 and porosity and bubble size from Figure 6. Within the temperature interval of 750-1040°C, the dashed line represents an upper boundary of primary-foam heat conductivity, because the maximum equivalent diameter from 2D CT images was used for calculation. The average bubble diameter will be used once a full 3D analysis of the X-ray data become available.

To fit the \( \lambda \) values obtained by FVM, \( \Psi=0.58 \) was used for the feed connectivity in Equation 5. This is a considerably higher value than that measured for the silica sand batch (\( \Psi=0.29 \)). As the parameter \( \Psi \) can be regarded as a measure for the heat transfer area between the particles in the batch, this suggests significantly larger contact area between the particles in the A19 feed. The true \( \Psi \) value would likely also increase when the feed densifies and eventually turns into melt, thus increasing \( \lambda \).
Estimated and experimental $\lambda(T)$ trends are in reasonable agreement (Figure 10). The $\lambda(T)$ functions are nearly constant at $T<600^\circ$C, sharply increase in the $600^\circ$C-700$^\circ$C interval as the feed densifies (see Figure 6), abruptly drop in a $-50^\circ$C interval as the melt turns into foam with small pores, and increase again as larger bubbles form, permitting increased radiative transfer (Equation 4). For the model prediction, $\lambda$ then oscillates as bubbles burst (see Figure 6), and finally reaches values expected for bubble-free glass ($\sim1.5$ W·m$^{-1}$·K$^{-1}$).

The estimated values are generally slightly lower than values evaluated from the heat penetration experiment. At temperatures below $-600^\circ$C, this is possibly caused by the formation of a small amount of molten phase in the feed. Above $600^\circ$C, this is likely caused by the movement of the feed during its shrinkage and foaming, which results in overestimation of $\lambda$ from the heat penetration tests.

The result displayed in Figure 10 is valid for a single feed measured at a single heating rate, its main purpose is to show the predictive ability of the heat transfer model. Currently, this model is being coupled with kinetic models of the batch-to-glass transition, which describe porosities of various feeds as a function of heating rate (time-temperature history). Moreover, the heat transfer model will be used once the results of in-situ X-ray computed tomography of a cold cap during melting in a LSM become available.

5 | DISCUSSION

As mentioned in the introduction, the goal of this study is to determine the temperature-dependent heat conductivity of the mathematical model of a cold cap. As explained in our previous work, $\lambda$ influences the rate of melting via a complex interdependence of heat transfer and feed-to-glass conversion kinetics. In this work, we found that the heat conductivity of the feed formed in the cold cap at temperatures below $T_{FO}$ is considerably higher than the heat conductivity of a dry powder feed, which is typically used for laboratory crucible experiments. This has a significant consequence for model predictions, as higher $\lambda$ values lead to better heat transfer and thus faster melting in the cold cap. This more realistic value will be used for the modeling of the batch-to-glass conversion in the cold cap.

Above $T_{FO}$, when primary melt evolves and feed turns into foam, primary foam expansion and melt convection significantly complicate the evaluation of $\lambda$. Moreover, it is impossible to directly measure the heat conductivity of gas cavities, which are formed by the collapsing primary foam and by the secondary foam bubbles formed in the molten glass. However, the presented theoretical approach for the estimation of $\lambda$, which is based on equations for multiphase heat transfer (including radiation) and in situ X-ray morphology data, gives us a powerful tool to assess heat transfer through primary foam and cavities.

A remaining minor issue is that the THB and HTP values might somewhat underestimate the real conductivity values because molten salts solidify upon cooling to room temperature. If more precise data are needed, a heat penetration experiment with FDSB could be performed, which would, however, require the thermocouples to be immersed in the feed during the FDSB fast drying preparation process.

6 | CONCLUSIONS

To assess the heat conductivity, $\lambda$, of a melter feed in the cold cap, we prepared FDSBs by imitating actual conditions during the cold-cap formation in a melter. Using a heat conductivity meter, we found that $\lambda$ of such cold-cap-like samples is considerably higher than the heat conductivity of the dry powder feed. The reason for this is a significantly higher connectivity of the feed in the cold cap, which, after the fast water evaporation from slurry, creates a solid block of material. These results were confirmed by measuring the heat conductivity of cold-cap samples retrieved from an LSM, which corresponded well to $\lambda$ of FDSBs.

To the best of our knowledge, this paper also presents the first attempt to estimate the heat conductivity of primary foam using in situ X-ray computed tomography. Our comparison of the estimated and measured $\lambda$ provides convincing evidence that this model could also be useful for the assessment of heat transfer in cavities and in secondary foam, for which it is impracticable to measure $\lambda$ experimentally. We believe that the combination of heat transfer modeling and in situ X-ray tomography opens a novel approach to mathematical modeling.
of batch-to-glass conversion in both waste and commercial glass melters.
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